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The Neutrinos at the Main Injector (NuMI) facility at Fermi National Accel-

erator Laboratory (FNAL) produces an intense muon neutrino beam used by

the Main Injector Neutrino Oscillation Search (MINOS), a neutrino oscillation

experiment, and the Main INjector ExpeRiment ν-A, (MINERνA), a neutrino

interaction experiment.

Absolute neutrino cross sections are determined via σν = Nν/φν , where

the numerator is the measured number of neutrino interactions in the MINOS
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Detector and the denominator is the flux of incident neutrinos. Many past neu-

trino experiments have measured relative cross sections due to a lack of precise

measurements of the incident neutrino flux, normalizing to better established

reaction processes, such as quasielastic neutrino-nucleon scattering. But recent

measurements of neutrino interactions on nuclear targets have brought to light

questions about our understanding of nuclear effects in neutrino interactions.

In this thesis the νµ inclusive charged current cross section on iron

is measured using the MINOS Detector. The MINOS detector consists of

alternating planes of steel and scintillator. The MINOS detector is optimized

to measure muons produced in charged current νµ interactions. Along with

muons, these interactions produce hadronic showers. The neutrino energy is

measured from the total energy the particles deposit in the detector.

The incident neutrino flux is measured using the muons produced along-

side the neutrinos in meson decay. Three ionization chamber monitors located

in the downstream portion of the NuMI beamline are used to measure the

muon flux and thereby infer the neutrino flux by relation to the underlying

pion and kaon meson flux. This thesis describes the muon flux instrumen-

tation in the NuMI beam, its operation over the two year duration of this

measurement, and the techniques used to derive the neutrino flux.
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Chapter 1

Neutrino Interactions with

Matter

The discovery of the large energy releases in α, β and γ radioactive decay

around the turn of the 19th century ushered in the discovery of new forces, the

strong and weak nuclear forces, expanding our understanding of nature being

governed by just the gravitational and electromagnetic forces. The process of

beta decay, furthermore, ultimately enlarged our picture of the particles that

make up the universe, introducing the concept of the neutrino.

In beta decay, a neutron decays to a proton, a electron and a neutrino:

n→ p+ e− + ν̄e (1.1)

In early experiments, all that was seen is the emission of the electron. If,

indeed, only the electron was emitted and the law of conservation of energy

held then the energy of the electrons emitted from beta decays should be a

fixed value. Measurements of the electron energy spectrum showed that it

1



was in fact not discrete but continuous. Thereafter the law of conservation of

energy was in question, until Pauli’s 1930 proposal [1] that a spin 1/2 particle

is emitted along with the electron, which he named “neutron”. Pauli’s particle

necessarily had a mass on the same order as the electron. The neutron was

discovered a few years later and Pauli’s “neutron” is renamed “neutrino” by

Enrico Fermi. Using the quantum mechanics developed by Dirac, Fermi then

builds the theory of of beta decay, also known as the theory of the weak

interaction [2, 3].

The introduction of Pauli’s neutrino also ushered in a new understand-

ing of the weak interaction itself - namely that it is very weak. A particle

as light as an electron should readily be detected if it interacts strongly with

other matter. Its non-detection signals the feebleness of the weak interaction.

In fact, in 1934, H. Bethe and R. Peierls [4] showed that the neutrino inter-

action cross section, σ, or probability of interaction, is less than 10−44 cm2 for

a 6 MeV neutrino, which corresponds to a penetration of 1016 km in matter.

They concluded that, even though Fermi’s model showed an increase in cross

section with energy, “it seems highly improbable that, even for cosmic ray en-

ergies, σ becomes large enough to allow the process to be observed” [4]. Direct

detection of the neutrino occurs only in 1956 when Fredrick Reines and Clyde

Cowan observed the reaction

ν̄e + p→ n+ e+ (1.2)

by placing a detector of liquid cadmium chloride and scintillator next to a

nuclear reactor which produced a ν̄e flux on the order of 1013 ν/s/cm2. Their

measured cross section was 11±2.6 × 10−44 cm2 [5]. Such may be compared

2



to strong interaction cross sections, ∼10−26 cm2, or electromagnetic cross sec-

tions, ∼10−30 cm2. Even today, the neutrino continues to be useful as a probe

to measure the very feeble weak interaction.

1.1 Neutrino Interactions

In his theory of beta decay, Fermi used quantum mechanical perturbation

theory to represent the interaction between the initial state before decay and

the final state after the decay. He found that the transition rate is given by

W =
2π

~
|Mif |2

dn

dEf

(1.3)

where Mif is the matrix element for the transition from an initial state , |i〉,
to a final state, |f〉, and dn/dEf is the energy density of available final states.

The matrix element is

Mif ≡ 〈f |V (r)|i〉 =
∫

ψ∗

fV (r)ψid
3r (1.4)

Thus, it can be interpreted as the overlap integral of the initial- and final-

state wave functions in the presence of the perturbing potential. For a 2 body

reaction with unique final momentum, p, the density of states can be written

as
dn

dEf

=
p2dΩ

(2π~)3
dp

dEf

gf (1.5)

where Ef is the final state energy, which is the total energy in the center

of momentum frame, p is the final state momentum also in the center of

momentum frame, dΩ is the solid angle containing all of the final-state particles
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and gf is the multiplicity of the final state spins.

The cross section is the transition rate, W , per incident particle flux

per target particle. For a general reaction a+ b→ c+ d,

W = naσ vi (1.6)

is the number of interactions per target particle, where na is the density of

incident particles and vi is the relative velocity of a and b. Using Equations 1.3-

1.6 the cross section can be written as

dσ

dΩ
=

1

(2π)2~4
|Mif |2

p2gf
vivf

(1.7)

where conservation of energy gives dp/dEf = EcEd/Efp = 1/vf and vf is the

relative velocity of c and d in the final state.

Fermi postulated that the matrix element should describe the strength

of the weak interaction and it should be equal to a constant, Gf . This holds

true for beta decay where the available energy is on the order of MeV. In fact,

the near-constant value of the matrix element Mif ∼ Gf holds for neutrino

energies up to ∼100 GeV, since the actual force carriers for the weak inter-

action, the W± or Z0, have masses in the 80-90 GeV range. Thus, Fermi’s

approximation of Mif ∼ Gf is reasonable for the neutrino energies covered in

this thesis.

4



1.1.1 Low Energy

For beta decay we know that the interaction rate, W , is just 1/τn, where τn is

the lifetime of the neutron in its rest frame. The density of states is,

dn

dEf

=
1

4π4

1

~6c3

∫ pf

0

p2e(Ef − Ee)
2dpe. (1.8)

Then the rate is

W =
1

τn
=

|Mif |2m5
ec

10

2π3~(~c)6

{

∫ pf
0
p2e(Ef − Ee)

2dpe

m5
ec

7

}

(1.9)

giving a value for the matrix element according to:

|Mif |2 =
2π3

~c(~c)6

cτn

1
∫ pf
0
p2e(Ef − Ee)2dpe

(1.10)

This expression for the weak matrix element, along with a measurement

of the neutron lifetime, may be used to compute the cross section for neutrinos

to interact with matter. Inverse beta decay is

ν̄e + p→ e+ + n (1.11)

In the case of a neutrino beam incident on a stationary target, the cross section

is derived from Equation 1.7. Assuming, ultra-relativistic positrons, i.e. vf =

c, the cross section is

σ =
1

π

1

~c2
|Mif |2p2f ≈ 1

4π

1

~c2
|Mif |2mpEν (1.12)

where pf is the momentum of the center of momentum frame. In the lab frame

5



p̃f ≈ 1
2
mpEν where Eν is the energy of the neutrino beam incident on a proton

target. The interaction strength of these four particles should be the same

in the forward and reverse directions so the matrix element for inverse beta

decay is the same as that for beta decay. Substituting Equation 1.10, and τn

= 886 sec gives

σ ≃ 12× 10−44 cm2 for Eν = 2 MeV. (1.13)

which is very close to the measurement of Reines and Cowan. The approxi-

mately linear dependence of σν on the neutrino energy is demonstrated in a

wide range of experiments as shown in Figure 1.1.

1.1.2 Intermediate Energies

For MeV electrons and neutrinos, the de Broglie wavelength is ∼10−11 cm,

which is much larger than the size of the nucleus, R∼ 10−13 cm. Thus, for

inverse beta decay using MeV electrons and neutrinos the nucleus looks like

a point particle. On the other hand, electrons and neutrinos with energies of

0.1-1 GeV have wavelengths of order λ ≈ hc/pc ≈ 1 fm which is comparable

to the size of the nucleus. Thus, at these energies, they are able to probe the

structure of protons and neutrons with in the nucleus.

In general, for higher energies and smaller wavelengths, the structure of

the interacting particles must be taken into account. In this case,

dσ

dΩ
=

(

dσ

dΩ

)

point

F (q2) (1.14)

6



Figure 1.1: The measured charged current neutrino and anti neutrino total
cross sections (points) from the Gargamelle and CITFR experiments. The
curves are best fits to the Gargamelle data extrapolated to higher neutrino
energies. This demonstrates the linear rise in neutrino cross section with
energy.(taken from Ref [6])
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where

F (q2) =

∫

ρ(R)eiq·Rd3R (1.15)

is the form factor and ρ(R) is the density distribution of the scattering target.

The form factor, Equation 1.15, is the Fourier transform of the density distri-

bution in the target. The form factor provides information about the structure

of the target particle, so a measurement of the scattering cross section provides

a measurement of the internal structure of the target.

Electron scattering can probe the nucleon structure, which is defined by

two form factors, GE(q
2), the electric form factor, and GM(q2) the magnetic

form factor. The form factors for the proton and neutron obey the scaling

Gp
E(q

2) =
Gp

M(q2)

|µp|
=
Gn

M(q2)

|µn|
= G(q

2) and Gn
E(q

2) = 0 (1.16)

where µp and µn are the proton and neutron magnetic moments, respectively,

and

G(q2) =

(

1 +
q2

M2
V

)−2

(1.17)

Figure 1.2 shows measurements of the proton form factors from elec-

tron scattering. The data fit well to the dipole form of Equation 1.17 with

M2
V =0.71 GeV2. Using Equation 1.15, this dipole form factor can be inter-

preted as the Fourier transform of an exponential charge-magnetic moment

distribution of the proton density given by ρ(R) = ρ0e
−MV R.

While GE(q
2) and GM(q2) are the result of vector, parity conserving,

currents in the interaction, neutrino interactions being weak interactions do

not conserve parity. Thus, the description of neutrino interactions also involves

axial vector currents. The combination of the vector and axial vector currents

8



Figure 1.2: The measured (points) proton electric and magnetic form factors
from electron scattering. The fit (curve) shows the dipole dependence of the
form factors. (taken from Ref [7])
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allows for neutrinos of the proper helicity, left-handed neutrinos and right-

handed anti neutrinos. As a result, neutrino interactions in this intermediate

energy region are described by the vector form factors in Equation 1.16 and

also an axial vector form factor:

F (q2) = FA(0)

(

1 +
q2

M2
A

)−2

(1.18)

where FA(0) = 1.267 is the axial coupling derived from beta decay experiments

and MA is called the axial mass. The full mathematical description of the

neutrino cross section in this formalism can be found in Reference [8].

In neutrino scattering experiments, the vector form factor measure-

ments from electron scattering are utilized such that the only free parameter

in the cross section is MA. Even the first accelerator neutrino beams were

able to probe the structure of the nucleon and measurements from CERN [7]

indicated that the axial mass was on the order of a GeV, as shown in Fig-

ure 1.2. Figure 1.3 shows the quasielastic cross section as a function of q2 from

the MiniBoone Experiment. They have fit their data to the form of Equa-

tion 1.18 to determine the value of the axial mass MA. Figures 1.4 and 1.5

show charged current quasielastic cross sections from numerous neutrino scat-

tering experiments on a variety of targets. The cross sections are determined

from measurements of the axial mass parameter. The data largely agree with

the dipole form factor description of the target nuclei structure.

An added complication to the formulation of the cross section for neu-

trino scattering in this region is the production of resonances which occurs for

neutrino energies ∼0.5-10 GeV. Resonances occur when the bombarding neu-

trino has enough energy to excite the nucleon into one of the excited states,

10



Figure 1.3: The neutrino quasielastic cross section as a function of q2 measured
by the Miniboone experiment. Shown are fits to the theoretical Relativistic
Fermi Gas Model for neutrino scattering with various values of the axial mass
MA parameter. They found that when including an extra parameter, κ, which
they describe as an empirical Pauli-Blocking parameter, they achieved the best
fit to their data. Refer to Ref [9].
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Figure 1.4: Muon neutrino, νµ and anti neutrino, ν̄µ, charged-current quasielas-
tic cross section measurements from numerous neutrino scattering experiments
which used various target materials as a function of the neutrino energy. The
curves are theoretical predictions from the model utilized in Ref [10]. The
model assumes an axial mass ofMA = 0.999±0.011 GeV. (taken from Ref [10]).
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Figure 1.5: Muon neutrino, νµ and anti neutrino, ν̄µ, charged-current quasielas-
tic cross section measurements from numerous neutrino scattering experiments
which used various target materials as a function of the neutrino energy. The
curves are theoretical predictions from the model utilized in Ref [10]. The
model assumes an axial mass ofMA = 0.999±0.011 GeV. (taken from Ref [10]).
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or resonances. The resonance decays producing one or more pions in the final

state. This is shown in Figure 1.6 for electron scattering on protons. Plotted

in the figure, is the mass, W , of hadronic states created in the electron-proton

interaction. The strong peak at W = 940 MeV corresponds to elastic scatter-

ing, ep→ ep. The peaks at different masses correspond to nucleon resonances

produced by the electron scattering, such as the ∆(1232) among others.

Similar observations are made in neutrino-nucleon scattering. Data

from the SKAT [11] neutrino experiment, for example, at Eν ∼3 GeV, show a

similar behavior in νµN → µ−N ′(π) interactions. As shown in Figure 1.7, if

no final state pion is produced, the reaction is quasi-elastic νµn→ µ−p and the

final mass, W , of the hadronic state is peaked at 940 MeV. If a final state pion

is observed the mass distribution, has additional peaks such as the ∆(1232).

As shown in Figure 1.8, measurements by the Miniboone collaboration and

others, furthermore, show that resonance production increases, as expected,

as the neutrino energy is raised above ∼0.5 GeV [9]. However, the pion(s)

may not be detected due to absorption of the pion by the struck nucleus or

absorption in the passive detector material.

1.1.3 High Energies

Above ∼10 GeV, the cross section is dominated by deep inelastic scattering,

where the bombarding electrons or neutrinos scatter off partons inside the

nucleons. The nucleus breaks up as a result of the collisions and a shower

of hadrons are produced. This type of scattering is parameterized by parton

structure functions which describe the structure of bound partons. Figure 1.1

shows that, even as the neutrino energy goes from the few GeV to the 100 GeV

14



Figure 1.6: The differential cross section for incident electrons of E =
4.879 GeV on protons as a function of E ′, the energy of the scattered electron,
andW , the mass of the produced hadron state. The peaks atW = 1232, 1450,
and 1688 MeV correspond to nucleon resonances. (taken from Ref [7].)
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Figure 1.7: The mass,W , distribution of the hadronic system for νµN →
µ−N ′(π). The open circles correspond to one pion and the full circles corre-
spond to zero pions. (taken from Ref. [11])
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Figure 1.8: Measurements of the νµ charged current π+ production to quasi-
elastic cross section by the Miniboone collaboration and others, show that res-
onance production increases, as the neutrino energy is raised above ∼0.5 GeV.
(Taken from Ref. [12])
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Figure 1.9: The differential muon neutrino charged current cross sections as a
function of neutrino energy. The points show the measured cross-sections from
several experiments. The curves are theoretical predictions from NEUGEN;
shown are the quasielastic and quasielastic+resonance contributions to the
total cross section as well as the total cross section [13].
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range, the cross section continues to increase approximately linearly with en-

ergy as predicted by Equation 1.12. Figure 1.9 shows the charged current

muon neutrino cross section divided by the neutrino energy over the range of

intermediate and high neutrino energies. Shown are data from several experi-

ments and predictions from the NEUGEN cross section model [13]. For muon

neutrinos, the cross section overcomes the kinematic barrier for producing a

muon at Eν ∼ 0.1 GeV, then passes through the quasi-elastic, resonance and

deep inelastic regimes.

For neutrino energies above ∼25 GeV the uncertainty on the data is sig-

nificantly less than the error on data taken at neutrino energies above 25 GeV.

This is because the experimental data below 25 GeV were taken with Narrow

Band Beams(NBB) as compared to the use of Wide Band Beams(WBB) below

this energy.

1.2 Past Cross Section Experiments

Particle Accelerators are used to produce well controlled beams of neutrinos

for use in neutrino experiments. The interaction of a beam of protons with a

fixed target produces pion and kaon mesons which subsequently decay giving

neutrinos. The mesons diverge from the production target at a typical angle

of ∼ 2/γ, where γ is the relativistic boost of the meson. High energy neutrinos

come from the decay of high energy mesons and, likewise, low energy neutrinos

come from the decay of low energy mesons. Thus, the beam of mesons off of

the production target from a high energy neutrino beam is more collimated

compared to that of a low energy neutrino beam. This allows high energy

neutrino beams to pass the meson beam through momentum selecting magnets
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prior to decay. The neutrino beams produced in this way have a narrow

energy spectrum and are appropriately termed narrow band beams(NBB).

The collimation of the beam and the narrow momentum range also permits

monitoring devices to be placed in the meson beam providing a measurement

of the flux incident to the experiment.

The production of mesons off of the particle production target was and

remains the largest uncertainty in neutrino scattering experiments. The ability

to actually measure the secondary meson beam allowed the NBB experiments

to precisely measure the incident neutrino flux providing for precise neutrino

cross section measurements. The large transverse size of the secondary meson

beam in wide band beams (WBBs), makes in situ measurements of the flux

much more difficult than for NBB, but nonetheless beneficial.

In the decays π → µνµ and K → µνµ, which predominantly contribute

to the production of neutrinos for accelerator based neutrino beams, muons

are produced alongside the neutrinos. Thus, the muon flux may be used to

both monitor and measure the neutrino flux. Past experiments, going as far

back as the first accelerator neutrino beam experiments, have used muon mon-

itoring systems to monitor their tertiary beams and to infer the fluxes to the

experiment [14, 15, 16, 17, 18, 19]. One such beam that used muon moni-

tors is the CERN PS neutrino beam [15], shown in Figure 1.10. Muons from

π/K → µν were ranged out by ∼20 m of shielding upstream of the neutrino

detector. Ionization chambers were placed in transverse channels within the

shielding.

A Monte Carlo of the beamline used a Sanford-Wang [20] parameteri-

zation for the production of π+ and K+ off of the target in order to predict

the flux delivered to the neutrino experiments. When comparing the yields
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Figure 1.10: Diagram of the CERN PS neutrino facility. Ionization chambers
were placed within the muon flux measurement channels located within the
downstream muon filter(shielding) and used to determine the neutrino flux
[15].
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Figure 1.11: The CERN predicted and measured neutrino flux. The curves
are fitted to data using a Sanford-Wang parameterization of pion production.
The neutrino flux calculated with the original Sanford-Wang parameterization
(b), and after a fit to the muon monitor flux data (a) [16].
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in these muon detectors with the Monte Carlo prediction, the experimenters

found that the Sanford-Wang model had to be increased by ∼50% in order to

correctly describe the muon yields.

Figure 1.11 shows the CERN neutrino flux inferred from the pion and

kaon spectra before and after the fit to the muon data, showing that the orig-

inal Monte Carlo prediction is about 50% different from the in-situ measure-

ment of the neutrino flux using their muon monitors. The stated uncertainty

is 10− 25% depending on neutrino energy. Shortly after this analysis K+ and

π+ production data from a boron carbode target with ∼20 GeV/c protons,

particularly relevant to this neutrino beam, became available and were found

to agree with the measured muon and neutrino fluxes within 10% [15].

The IHEP-Serpukhov neutrino beam shown in Figure 1.12 also used

ion chambers to measure the muon flux in the downstream muon filter [18].

Similar to the CERN beam, the IHEP beam line had transverse slits or chan-

nels within the downstream iron shielding in which ionization chambers were

placed. Figure 1.13 shows the measured lateral muon distribution(profile)

within slits 1, 5 and 10 corresponding to depths of 3, 6.8 and 18.5 m within

the muon filter. It is noted in Ref [18] that the profiles exhibit asymmetries

resulting from imperfect focusing of parent pions and kaons off of the target.

In these beamlines the decay volume was short, ∼50m in the CERN

beam, so the radial width of the muon beam at the monitors was small enough

that nearly the entire muon profile was measured by the muon monitors. Fur-

thermore, there were numerous longitudinal channels within the muon filter

allowing for good sampling of the differential muon flux, dφµ/dpµ.

The Neutrinos at the Main Injector (NuMI) facility at Fermi National

Accelerator Laboratory (FNAL, Fermilab) is an accelerator based neutrino
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Figure 1.12: Diagram of the IHEP-Serpukhov neutrino facility. Ionization chambers were placed within the
downstream muon filter channels and used to measure the muon flux. Figure caption from Ref [18] reads:
“CD - co-ordinate detectors; T - target; FS - focusing system; DT - decay tunnel; 1-16 - muon filter slits; IC
- ionization chambers.”
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Figure 1.13: Lateral muon distribution within slits 1(3m of Fe)(top), 5(6.8m
of Fe)(middle) and 10(18.5m of Fe)(bottom) in the muon filter of the IHEP
neutrino beamline. The lines are contours of equal muon flux in increments of
0.1 × the maximum muon density in each profile.
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source supplying a beam of neutrinos to the several neutrino experiments.

The NuMI beamline has a system of 3 muon monitors located within its muon

filter which are used to monitor and also measure the flux. Each muon monitor

consists of a 9×9 array of ionization chambers. In this thesis, the NuMI

muon monitors are used to determine the neutrino flux using much the same

procedure as done at the CERN PS and IHEP experiments.

1.3 Goal of this Thesis

The NuMI beamline is a wide band beam producing a neutrino flux which

peaks between 3 to 6 GeV. As mentioned in the previous section, neutrino cross

sections in this energy range suffer large uncertainty from knowledge of the

incident neutrino flux, providing an opportunity to improve the experimental

knowledge in this region. The large transverse distribution of the pion and kaon

secondaries from the particle production target and the wide range of energies

makes measurements of the neutrino flux from wide band beams challenging.

Typically, experiments rely on measurements of the pion and kaon spectra

made by dedicated particle production experiments to predict their neutrino

flux, resulting in significant uncertainties in the flux and hence in the measured

cross sections. [21, 22] It is more ideal to measure the neutrino flux from the

beamline data itself.

The goal of this thesis is to present a measurement of the muon neu-

trino (νµ) charged current inclusive cross section on iron using the neutrino

beam produced by NuMI and neutrino interactions measured in the MINOS

Detector. Also presented is a measurement of the NuMI νµ flux obtained from

a measurement of the muon flux using the 3 muon monitors in the NuMI
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beamline. This flux is then utilized to measure the (νµ) charged current cross

section using the MINOS detector located downstream in the NuMI beamline.

Chapter 2 describes the NuMI beamline and MINOS detector. Chapter 3 de-

scribes the NuMI Muon Monitors and data sets collected for use in measuring

the muon flux from the NuMI beamline. Chapter 4 discusses the calculation of

the neutrino and muon fluxes. It also discusses studies of the flux uncertainty

due to beamline conditions and components. Chapter 5 describes the mea-

surement of the neutrino flux derived from a measurement of the muon flux

and Chapter 6 describes the systematic uncertainty on this flux measurement.

Chapter 7 describes the measurement of the (νµ) charged current inclusive

cross section. The last chapter, Chapter 8, provides and summary of this

thesis and discusses future potential improvements.
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Chapter 2

The MINOS Experiment

The Main Injector Neutrino Oscillation Search (MINOS) is a two detector

neutrino oscillation experiment. The Neutrinos at the Main Injector (NuMI)

facility at Fermi National Accelerator Laboratory (FNAL, Fermilab) supplies

a beam of neutrinos to the MINOS experiment.

The MINOS oscillation experiment uses two functionally identical neu-

trino detectors. The MINOS Near Detector is located ∼1 km from the neutrino

source. The MINOS Far Detector is located 735 km away in the Soudan Un-

derground Laboratory in Soudan, Minnesota. The MINOS Far Detector mea-

sures the neutrino spectrum after oscillations have occurred while the close

proximity of the MINOS Near Detector to the neutrino source ensures that

it measures the neutrino spectrum before any oscillations occur. The close

proximity of the Near Detector to the neutrino source also means that a large

sample of neutrino interactions can be acquired. This makes the Near Detector

useful for measuring neutrino interaction cross sections.

In this chapter a detailed overview of the NuMI neutrino beamline is

provided. Additionally, the MINOS Near Detector is described and details of
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neutrino interactions in the detector are discussed. The MINOS Far Detector

is not used for this analysis.

2.1 NuMI Beamline

Figure 2.1 shows a schematic view of the NuMI beamline. The production of

the neutrino beam begins with the extraction of 120 GeV protons from the

Fermilab Main Injector accelerator in pulses ∼10 µs in duration and consisting

of anywhere between 1× 1011 and 4.5× 1013 protons. The pulses, commonly

referred to as spills, are typically extracted every 2.2 seconds. The protons

are transferred to the NuMI target hall where they collide with a fixed carbon

graphite target. The target is discussed in detail in Section 2.1.1.

Pions and kaons are produced in the interaction of the proton beam with

a fixed target. The decay of these mesons produces the beam of neutrinos used

in the experiment. The branching ratios for those mesons which contribute

significantly to the neutrino beam are :

π± → µ+ νµ BR ≈ 99.99%, τ ≈ 26ns (2.1)

K± → µ+ νµ BR ≈ 63.4%, τ ≈ 12ns

K0
L → π + µ+ νµ BR ≈ 27.2%, τ ≈ 52ns

The beam is predominantly composed of muon neutrinos (92.9%), with a small

component of anti-muon (5.8%), and electron and anti-electron (1.3%), neutri-

nos [23]. Muons are produced along with the muon neutrinos. In later chapters

it will be shown that these muons can be used to measure the number and

energy spectrum of neutrinos delivered to the MINOS experiment. Directly
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Figure 2.1: Plan and elevation views of the NuMI neutrino beamline. A beam of protons from the Fermilab
Main Injector is collided with a fixed target producing pion and kaon mesons. The mesons are focused into
the decay volume where they decay into neutrinos producing the neutrino beam.
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measuring the neutrino flux is a significant experimental challenge and is es-

sential for the goal of this thesis which is the measurement of neutrino cross

sections which is discussed in Chapter 7.

Immediately following the target are two focusing magnets called horns [24].

Particles escape the target with some angular divergence with respect to the

center axis of the beamline. The horns act as lenses, reducing this divergence,

focusing particles parallel to the beamline towards the MINOS detectors. Like

a lens system, the horns have a focal length. The focal length is proportional

to the momentum of the charged particle. Thus, those particles with a mo-

mentum matched to the focal length are most perfectly focused parallel to the

beamline. This selects the peak energy of the neutrino beam. This is discussed

further in Section 2.1.2. Furthermore, depending on the polarity, the horns

focus positively charged particles and defocus negatively charged particles,

producing a predominantly muon neutrino beam, or focus negatively charged

particles and defocus positively charged particles, producing a predominantly

anti-muon neutrino beam. For the first 4 years of operation the horns were

operated to produce a muon neutrino beam. All data used in the analysis

discussed herein were collected within the first 2 years of operation.

The target and horns are contained within a 45 m long shielded enclo-

sure. Immediately following this enclosure is a 2 m diameter 675 m long decay

volume. For the first 3 years of operation the decay volume was evacuated.

In November 2007 the decay volume was filled with helium near atmospheric

pressure. All data used in the analysis discussed herein were collected while

the decay volume was evacuated. The purpose of the decay volume is to allow

the focused mesons to decay in free space producing neutrinos. All kaons and

most pions(95% at 5 GeV/c) decay before the end of the decay volume.
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Those mesons that do not decay before the end of the decay volume

are stopped by the hadron absorber. The hadron absorber is block of concrete

steel and aluminum immediately adjacent to the end of the decay volume. It

removes all remaining hadrons from the neutrino beam. These predominantly

include protons that did not interact in the target and undecayed pions. The

hadron absorber is discussed in more detail in Section 2.1.3. Contained within

the hadron absorber is the hadron monitor which is an array of ionization

chambers used to monitor the beam at the end of the decay volume.

After the beam passes through the hadron absorber it is composed of

neutrinos and muons produced alongside the neutrinos in meson decay. The

muons are removed from the beam by ∼300 m of unexcavated earth following

the hadron absorber. This region is called the “muon filter” and is largely

composed of dolomite rock. The energy of the proton beam from the Main

Injector is 120GeV. Thus, the maximum energy of any muon is also 120 GeV.

At this energy, about 200 m of rock is required for a muon to loose all energy

by electromagnetic interactions with the rock. Thus, after the muon filter the

beam is solely composed of neutrinos. In the upstream portion of the rock,

before all of the muons are removed from the beam, are three muon monitors.

The first monitor is located 7 m downstream of the hadron absorber and

is separated from the hadron absorber by air. The other two monitors are

located within alcoves excavated in the rock downstream of the first monitor.

The second monitor is separated from the first by 12 m of rock and the third

is located after 18 m more rock. At the end of the muon filter is the hall in

which sits the MINOS Near Detector. The MINOS Near Detector is discussed

in Section 2.2.
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2.1.1 The NuMI Target

The NuMI meson production target is shown in Figure 2.2. The target consists

of 47 carbon graphite segments 6.4 mm wide, 18 mm high and 20 mm-long

the beam direction and spaced 0.3 mm apart. The total length of the target is

95.38 cm. There is a 48th target segment located ∼15.7 cm upstream of and

rotated at 90◦ to the main target segments. It is used for aligning the target

with respect to the proton beam.

The target length corresponds to 2 interaction lengths. This increases

the fraction of the incident proton beam that will interact in the target and

produce mesons which decay to neutrinos. However, even at this length ap-

proximately 13.5% of the proton beam will remain unreacted, escape the target

and travel downstream to the hadron absorber. The length of the target also

increases the number of reinteractions of particles produced in the primary

interaction of the proton beam within the target. This has implications for

the neutrino flux and is discussed in Chapter 4.

The segmentation of the target reduces thermodynamic stress and al-

lows particles produced in interactions of the incident proton beam with the

graphite to escape the target, reducing the number of particles produced from

reinteractions in the target material.

At 6.4 mm, the width of the target also provides particles produced in

primary proton-graphite interactions a chance to escape the target without

undergoing reinteractions. However, the incident proton beam has an RMS

full width of ∼2.2 mm making precise alignment of the proton beam and target

essential for maintaining target integrity and the production of a consistent

neutrino flux. The alignment of the target is discussed in Appendix B.
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Figure 2.2: The NuMI hadron production target. Interactions of a beam of
120 GeV protons (impinging from the left) with the graphite target produce
mesons which decay producing the neutrino beam. [25]
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Figure 2.3: Schematic of a particle diverging out of the target with some
transverse, pT , and longitudinal, pz , momentum. [26]

Located ∼2.0 m upstream of the target is a 1.5 m long collimating baffle.

The baffle is a carbon graphite cylindrical tube with outer diameter 30 mm

and inner diameter 11 mm. The baffle protects the target cooling lines and

horns from mis-steered proton beam that could damage these components.

Figure 3.15 shows a proton beam’s-eye-view of the target-baffle system.

The target and baffle are mounted in a carrier which can move longitu-

dinally with respect to the beamline center. This special ability of the NuMI

beam line is important for the physics analysis discussed in this thesis and is

discussed in Section 2.1.4.

2.1.2 The NuMI Horns

Particles diverge from the target with some transverse, pT , and longitudi-

nal, pz , momentum as shown in Figure 2.3. To increase the neutrino flux at

downstream neutrino detectors it is desirable to remove this divergence and

direct parent pion and kaons towards downstream detectors. NuMI uses horn

focusing to accomplish this.

Figure 2.5 shows a diagram of a parabolic horn. The NuMI particle fo-

cusing system consist of two parabolic horns positioned as shown in Figure 2.9.

They consist of a 2.54 cm thick outer conductor and a 0.2-0.5 cm thick inner

conductor. Both conductors are made of aluminum and the inner conductor

has a parabolic shape following z = ar2 , where z is the longitudinal coordi-

nate parallel to the axis of symmetry, r is the radial coordinate, and a is a
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constant parabolic parameter. The first horn has an outer and inner diameter

of 35 cm and 1.8 cm respectively, while the second horn is larger with an outer

and inner diameter of 79 cm and 7.8 cm, respectively, so that it can intercept

those particles not fully focused by the first horn.

Electrical current flows down the inner conductor and returns along the

outer conductor. This generates a toroidal magnetic field between the conduc-

tors B(r) = µ0I/2πr, where r is the radial distance from the symmetry axis.

Ideally, there is no magnetic field outside of the region between the conductors.

Thus, particles emitted with very small divergence may pass through the field

free region inside of the inner conductors of the horns (the “neck” of the horn)

receiving no focusing.

The magnetic field of the NuMI horns is measured using a hall probe

before placing the horns in the beamline. Figure 2.4 shows the measured

magnetic field inside(∼13.5-150 mm) the first NuMI horn. The magnetic field

shows the expected 1/r behavior and the expected, µ0I/2πr, magnitude be-

tween the conductors. The field drops to zero outside of the outer conductor at

r>150 mm. The field inside of the inner conductor(r<13.5 mm) was measured

separately and was found to be negligibly small [27].

Particles traversing the region between the conductors feel a force, qv×
B, which directs them towards or away from the axis of the beamline depending

on the sign of their charge, q. Figure 2.5 shows a schematic of a particle

entering a focusing horn through the parabolic inner conductor. Since the

force on the particle is perpendicular to its motion, the resulting change in the

particle’s momentum is described by the change in direction as

|∆θ| = |θout − θin| =
|∆pT |
p

(2.2)
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Figure 2.4: The measured (dots) magnetic field inside, ∼13.5-150 mm, the
first NuMI horn shows the expected 1/r dependence (curve) and the expected,
B(r) = µ0I/2πr, magnitude. The field drops to zero outside of the outer
conductor at r > 150 mm.

using the fact that pT ≪ p and so sinθ ≃ θ. The magnitude of the particle’s

momentum change is

|∆pT | =
∫

B(r)dℓ ≈ µ0I

2πr
· ar2. (2.3)

Perfect focusing occurs when θout = 0 so that |∆pT | = pT . In the approxi-

mation that the source is far from the horn, the focal length, f , of the horn

is [28]

f ≃ r

∆θ
= r

p

pT
=

2π

µ0Ia
p. (2.4)

This shows that the focusing power of the horn depends on the particle

momentum and the current in the horn. Figure 2.6, shows a Monte Carlo
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Figure 2.5: Schematic view of particles going through a focusing horn with
parabolic shape of inner conductor. Due to the shape of the conductor, the
particles entering at bigger radius will see greater

∫

Bdℓ resulting in a greater
change in transverse momentum. Note that the horizontal and vertical scales
are not the same. Taken from Ref [26].

simulation of the muon neutrino flux at the MINOS Near Detector when the

current in the horns is varied while maintaining a fixed distance between the

target and horns. The peak energy of the neutrino beam changes with the

current in the horns. Thus, the current in the horns selects the particle mo-

mentum that is most perfectly focused parallel to the beamline. Particles that

pass through the necks of the horns are high energy and thus contribute to

the high energy neutrino flux outside of the focusing peak.

It is also possible to change the peak energy of the neutrino beam while

keeping the horn current fixed by varying the the distance between the target

and horns. This is discussed in Section 2.1.4.

Figure 2.6 also shows that the horns greatly increase the flux of neutri-

nos downstream along the beamline. The flux of neutrinos with energies less

than ∼20 GeV overwhelmingly comes from the decay of pions. The typical
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Figure 2.6: The Monte Carlo simulated muon neutrino flux at the MINOS
Near Detector when the current in the horns is varied while maintaining a
fixed distance between the target and horns. The peak energy of the neutrino
beam changes with the current in the horns. The current in the horns selects
the particle momentum that is most perfectly focused parallel to the beamline.
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angle of divergence of pions off of the target is [26]

θπ =
pT
pπ

≈ 〈pT 〉
Eπ

≈ 280MeV

γmπ

=
2

γ
, (2.5)

where γ is the relativistic boost factor and 280 MeV is the Fermi momentum

of partons in a nucleon. This angle is larger than the typical divergence of

neutrinos produced in pion decay, θν ∼ 1/γ (Chapter 4). The flux of neutrinos

at an angle, θ, with respect to the parent pion direction is given by

φν ≈ 1

4π

(

2γ

1 + γ2θ2

)2

. (2.6)

With respect to the center of the beam line, in the case of no focusing or

a “bare target beam”, θ = 3/γ and for the case of perfect focusing θ = γ.

Substituting into Equation 4.12 gives [26]

φfocus

φbare

=
(1 + γ2θ2bare)

2

(

1 + γ2θ2focus
)2 =

(

1 + γ2 (3/γ)2
)2

(

1 + γ2 (1/γ)2
)2 =

100

4
= 25. (2.7)

So the flux of neutrinos to downstream neutrino experiments is increased by

a factor of 25 by removing the divergence of particles coming from the target.

2.1.3 Decay Volume and Hadron Absorber

Approximately 30 m after the second horn, the evacuated decay volume be-

gins.1 The purpose of the decay volume is to allow pions and kaons to decay

in free space unimpeded by interactions with matter. It is true that the ma-

jority of pions and kaons that contribute to the neutrino flux at the MINOS

1For the first 3 years of beamline operation the decay volume was evacuated. In November
2007 the decay volume was filled with helium near atmospheric pressure.
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Near Detector decay unimpeded in the decay volume. However, as the horns

only provide perfect focusing for single particle momentum, off-momentum

particles receive partial focusing and still have some angular divergence. This

angular divergence may be large enough that the particle does collide with the

walls of the decay pipe. Particles produced in interactions with the walls do

produce neutrinos which contribute to the neutrino flux at the MINOS Near

Detector. This is a source of uncertainty in physics analyses.

The hadron absorber is located at the end of the 675 m long decay

volume. Its purpose is to remove hadrons remaining in the beam at the end

of the decay volume in a controlled manner. A breakaway view of the hadron

absorber produced from the GEANT4 [25, 29, 30] beam Monte Carlo is shown

in Figure 2.7. It has an innermost core composed of aluminum and steel

surrounded by steel shielding blocks. The aluminum and steel core is further

surrounded by concrete blocks. The metal core serves to simultaneously create

and contain hadronic showers. Neutrons from these showers are attenuated

in the outer concrete shielding. Further discussion and details of the hadron

absorber geometry can be found in Ref [31, 32].

After passing through the hadron absorber the beam contains only neu-

trinos and muons produced from the decay of mesons in the decay volume. By

the time the beam reaches the downstream neutrino detectors, it must only

contain neutrinos. The region downstream of the hadron absorber but before

the MINOS Near Detector hall is designed to remove muons from the neutrino

beam and is thus referred to as the muon filter.

Figure 2.8 shows a side view of the muon filter. It consists of about

300 m of unexcavated earth with the exception of four excavated muon alcoves.

The three upstream most alcoves each contain a muon monitor that is used to
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Figure 2.7: A breakaway view of the hadron absorber created from the
GEANT4 implementation of the hadron absorber geometry. The Aluminum
core is 2.4 m long and the following steel core is 2.3 m long. [25, 31]
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Figure 2.8: Bird’s-eye view of the downstream hadron absorber and muon region of the NuMI beamline. At
the end of the decay volume the beam consists of unreacted protons, secondary hadrons, muons and neutrinos.
The hadron monitor, located at the upstream face of the hadron absorber measures the hadron content of
the beam. Hadrons are absorbed by interactions within the hadron absorber so that the beam contains only
muons and neutrinos as it exists the downstream end of the absorber. Three muon monitors located within
excavated alcoves downstream of the hadron absorber measure the muon flux at each location. Muons range
out in the rock so that the beam contains only neutrinos by the time it reaches the MINOS Detector. [33]
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monitor the muon beam and measure the muon flux. The muon monitors are

discussed in detail in Chapter 3 and in Ref [34].

The earth is a composition of Dolomite rock and Maquoketa Shale.

Details on the rock composition can be found in Ref [32]. For the maximum

energy muon of 120 GeV, about 200 m of rock is required for a muon to

loose all energy by electromagnetic interactions with the rock. Hence, the

300 m of rock between the hadron absorber and the MINOS Near Detector

Hall is sufficient to ensure that the MINOS detector is not overwhelmed by

beam muons, but rather can record neutrino interactions. The MINOS Near

Detector is discussed in Section 2.2.

2.1.4 Variable Energy Beam

According to Equation 2.4, the magnetic horns have a variety of focal lengths

for particles with different momenta. The average momentum of focused par-

ticles is fixed by the longitudinal placement of the target with respect to the

horns. In the NuMI beamline, the average momentum of focus particles can be

varied by changing the separation between the target and horns. This locates

a different portion of the target at the focal length of the horns, effectively

changing the focal length of the horns. As the typical divergent angle of pions

out of the target is 2/γ, higher momentum pions diverge less than do lower

momentum pions. Thus, increasing the relative difference between the target

and horns results in higher momentum pions receiving full focusing. A higher

momentum pion beam directly results in a higher energy neutrino beam.

The target and baffle are mounted in a carrier on rails. The system may

travel a maximum distance of 2.5 m along the rails. Figure 2.9 shows four of
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the five target-horn configurations in which the NuMI beam has operated to

produce different energy neutrino beams. The fifth(not shown) is LE150. In

the nominal configuration, LE or LE000, the target is inserted about 35 cm

into the first horn. The LE000 configuration produces the lowest possible

neutrino energy beam. Higher energy beams are produced my moving the

target away from the horns. In principal the target may be positioned at any

distance with respect to the horns up to 2.5 m.

Figure 2.10 shows the Monte Carlo simulated neutrino flux at the MI-

NOS Near Detector in the LE010, LE100, LE150 and LE250 beam configura-

tions. The peak energy of the neutrino flux increases as the target is moved

further from the horns.

The ability of the NuMI beamline to produce a variety of different

energy neutrino beams is essential in understanding the neutrino flux. This is

discussed further in Chapters 3-5.

2.1.5 Beamline Instrumentation

The cross section measurement presented in this thesis we will rely on a neu-

trino flux from the NuMI beam which is derived partially from calculations

and partially from direct measurements.

The NuMI beam has extensive instrumentation systems for the primary

proton beam, the secondary hadron beam off of the target, and the tertiary

muon beam that accompanies the neutrino beam. Use of these instrumentation

systems allows precise constraints to be placed on many aspects of the flux.

A brief summary of each system is provided here.

From the point of view of physics analyses, it is important to understand
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Figure 2.9: Shown are four of the five target-horn configurations in which
the NuMI beam has operated to produce different energy neutrino beams.
The fifth is LE150. In the nominal configuration, LE or LE000, the target is
inserted about 35 cm into the first horn. The LE000 configuration produces
the lowest possible neutrino energy beam. Higher energy beams are produced
my moving the target away from the horns. In principal, the target may be
positioned at any distance with respect to the horns up to 2.5 m [33].
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Figure 2.10: Monte Carlo simulation of the neutrino flux at the MINOS Near
Detector in the LE010, LE100, LE150 and LE250 beam configurations. The
peak energy of the neutrino flux increases as the target is moved away from
the horns.
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the quality of the primary proton beam on a spill-by-spill basis. Various devices

monitor the proton beam along the transfer line from the Main Injector to the

NuMI target.

The neutrino flux directly depends on the number of protons impacting

the target. Three quantities of the proton beam are of particular importance:

the intensity, the position at the target and the lateral distribution at the tar-

get. The proton beam intensity is measured by two Toroid Intensity Monitor

Integrators. One is located at the upstream end of the transfer line near the

Main Injector extraction point and the other is located immediately upstream

of the target. These devices provide a 1% measurement of the number of

protons delivered to the target for every spill [25, 35].

The position of the proton beam is measured by 24 capacitative “Beam

Position Monitors” (BPMs) [36] at various points along the transfer line. The

resolution on the measured position of the beam at the target is < 70µm [25].

Secondary Emission Monitors (SEMs) measure the beam position and

profile [37]. Each monitor consists of two planes of 5 µm thick segmented tita-

nium foils. The planes are oriented transverse to the beam and perpendicular

to each other such that the strips of one are oriented vertically while the strips

of the other are oriented horizontally. Figure 2.11 shows the horizontal profile

of the proton beam as measured by the SEM located just upstream of the

target. The locations of the target and upstream collimating baffle are super-

imposed. The center of the beam, corresponding to the peak of the profile, is

aligned with the center of the target. Over the course of the run, the proton

beam was observed to be centered on the target with less than 70 µm spill to

spill variation. Additionally, less than 0.2% of the proton beam envelope was

observed to fall off of the side of the target.
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The secondary beam, defined by pions and kaons produced in proton

beam interactions with the target, is monitored by an array of ionization cham-

bers located at the downstream end of the decay volume known as the hadron

monitor. The hadron monitor is a 7×7 array of ionization chambers spanning a

total of 76×76 cm2 transverse to the beam. It is located immediately after the

end of the decay volume at the very front of the hadron absorber, as shown

in Figure 2.8. At this location, the flux of particles through hadron moni-

tor is dominated by hadrons such as undecayed pions and unreacted primary

protons.

Figure 2.12 shows the lateral distribution of particles at the hadron mon-

itor from a typical beam spill where the proton beam impinges upon the center

of the target. This shows that the RMS distribution of hadrons is typically

∼30 cm. Figure 2.12 also shows the lateral distribution of particles measured

by the hadron monitor when the proton beam impinges on the center of a gap

between the target and baffle and the distribution when the proton beam im-

pinges upon the baffle. The proton beam passes largely uninteracted through

the target-baffle gap and is transported directly to the hadron absorber. This

results in a much larger beam intensity at the hadron monitor compared to

when protons are attenuated in the target and a highly compact and peaked

lateral distribution resulting from the lack of scattering that would occur from

interactions within the ∼1 m target. On the other hand, the beam profile

measured by the hadron monitor when the proton beam impinges upon the

baffle shows reduced hadron intensity and a wider hadron distribution result-

ing from increased proton beam attenuation and scattering within the longer

2.5 m baffle.

The tertiary muon beam produced along with neutrinos in meson decay
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Figure 2.11: The horizontal profile of the proton beam in a typical spill mea-
sured by SEM closest to the target. The locations of the target and baffle as
seen by the proton beam are superimposed. The curve is a Gaussian fit with
a mean of -1.23 mm and a sigma of 1.1 mm.
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is measured by a system known as the muon monitors. Three muon moni-

tors are located within excavated alcoves downstream of the hadron absorber

as shown in Figure 2.8. Since they are located downstream of the hadron

absorber, the flux of particles through the muon monitors is dominated by

muons produced along with the neutrinos in the decay of pions and kaons in

the decay volume. Like the hadron monitor each muon monitor is a 9 by 9

array of ionization chambers. Each muon monitor is separated from the decay

volume by successively more shielding. The shielding imposes a momentum

threshold for muons to reach each monitor of about 4, 11, and 21 GeV/c, for

alcoves 1, 2 and 3, respectively. This is to say that muons produced in the

decay volume with momenta less than 4(11){21} GeV/c will range out in the

hadron absorber and never intercept muon monitor 1(2){3}. Thus the muon

monitors measure an integral of the muon flux above each of these thresholds.

A key role of the muon and hadron beam instrumentation is the verifica-

tion of the neutrino beam’s performance. As described in references [25, 33, 38]

and in Appendix B, precise manipulation of the proton beam can, when com-

bined with measurements of particle fluxes in these downstream detectors, be

utilized to align the target and magnetic horns. The results of these past

studies are summarized in Chapter 4.

As a result, many neutrino flux uncertainties are directly constrained by

data to be quite small [25]. Thus, attention may be paid to the measurement

of particle fluxes off of the target. The knowledge of pion and kaon fluxes off

of the target are the dominant uncertainty in the neutrino flux. Chapters 5

and 6 are concerned with using the muon monitors to directly measure these

fluxes.

Consistency of the neutrino flux is important for experiments utilizing
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Figure 2.13: The muon flux measured in muon monitors 1 and 2 normalized
by the number of protons on the target(POT,ppp) for each spill over a 3 day
period. The muon flux is stable to ∼1% during this time due to stable proton
beam conditions (see Figures 2.14 and 2.15).
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Figure 2.14: Measurements of the current in the horns and the number of
protons per spill, for each spill during the same 3 day period as in Figure 2.13.
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Figure 2.15: Measurements of the proton beam horizontal and vertical position
and RMS size at the target for each spill during the same 3 day period as in
Figure 2.13.
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the neutrino beam. As muons are produced alongside neutrinos in meson

decay, the muon flux is a good monitor of the neutrino flux. Figure 2.13 shows

the muon flux measured in muon monitors 1 and 2 normalized by the number

of protons on the target(ppp) for each spill over a 3 days. During this time

the proton beam quantities shown in Figures 2.14 and 2.15 are very stable;

the proton beam position at the target varies by less than 0.2 mm, the proton

beam width varies by less than 0.1 mm and the current in the focusing horns

varies by less than 0.1%. So it is not surprising that the muon flux is also very

stable. The signal from both muon monitor 1 and muon monitor 2 varies by

less than ∼1%. Figure 3.17 shows the flux in the muon monitors during a 1

week period when proton beam conditions were not as stable leading to slight

variation in the muon flux.

It is important that the neutrino beam is centered on downstream neu-

trino detectors. The angular size of the MINOS Near detector at a distance of

1 km from the target is 4 mrad. The solid angle of the MINOS Far Detector is

∼735 times smaller since it is 735 times farther from the target. Thus, small

angles of the proton beam with respect to the beamline axis can result in large

offsets of the neutrino beam at downstream detectors. Given the large, 725 m,

distance between the muon monitors and the target, the direction of the muon

beam and thus the neutrino beam can be determined to a few micro radians.

Figure 2.16 shows the centroid of the muon beam in the horizontal and vertical

directions as measured in the first muon monitor over ∼1 year. Deviations in

the direction of the muon beam are less than ∼10 µrad.
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2.2 The MINOS Detector

The MINOS Detector is located on the Fermilab site 100 m underground

and 1 km from the NuMI target. It is a sampling calorimeter composed of

alternating planes of 1 cm thick scintillator arranged in planes of strips and

2.45 cm thick steel planes. It is designed to measure the momenta of muons

produced in charged current muon neutrino interactions, νµ + Fe → µ− +X.

The detector is magnetized allowing for the separate identification of µ+ and

µ− from ν̄µ and νµ charged current interactions, respectively. This also allows

for a measurement of muon momentum by the curvature of the muon track.

The energy of the hadronic state, X, is measured calorimetrically.

Figure 2.17 shows a diagram of the 980 ton MINOS Detector. It is a

“squashed” octagon ∼3.8 m in diameter and 16.8 m long. The steel-scintillator

planes are spaced 5.95 cm center-to-center for a total of 282 planes. The planes

alternate in +45◦, called U, and -45◦, called V, orientation with respect to

the horizontal direction. The upstream 120 planes comprises the calorimeter

portion of the detector. All planes are instrumented to measure hadronic

showers produced in neutrino interactions. The downstream 162 planes form

the spectrometer section. Every 5th plane is instrumented to track muons

produced in muon neutrino interactions. The magnetic coil is offset from the

center of the detector by approximately0.56 m. The neutrino beam is centered

on the left side of the detector between the left edge and the coil.

Figure 2.18 shows a diagram of a MINOS scintillator strip and demon-

strates the scintillation process. Each polystyrene scintillation strip is 4.1 cm,

1.0 cm thick and up to 6 m long (in the Near Detector) and coated with a

titanium-dioxide (TiO2) doped polystyrene reflective layer to maximize reflec-
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3.8 m

Figure 2.17: The MINOS Near Detector. The Near Detector is 16.6m long
and consists of alternating planes of steel and scintillator. [23]
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Figure 2.18: Diagram of a MINOS scintillator strip showing the outer TiO2

coating and WLS fiber. Scintillation light reflects within the scintillator until
it is absorbed by the WLS fiber. Light is re-emitted by the fiber and travels
down it’s length to the collection system). [39]
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tion and protect the strip. A wavelength shifting (WLS) fiber is inserted into a

2.3 mm deep grove cut into the wide face of the strip. Charged particles ionize

the scintillator producing scintillation light at a characteristic 420 nm. The

WLS fibers absorb radiation peaked at 420 nm and re-emit light at 470 nm.

The light travels along the length of the fiber to the end where it impinges

upon a photo-multiplier tube (PMT). Each strip is connected to one PMT

pixel. Only one end of each strip is readout, the other end is coated with a

highly reflective material. Further details of the MINOS detector construction

can be found in [39].

2.2.1 Calibration

The momentum from curvature is determined by a fitting algorithm which can

also compare the curvature and the range of stopping muons as a cross check

of each measurement. The muon momentum from curvature is measured to

4%. [40]

2.2.2 Event Reconstruction

Neutrino interactions or events with the MINOS detector are either charged

current (CC) νµ + Fe → µ− + X or neutral current (NC) ν + Fe → ν +

X, the difference being the production of a charged lepton in the final state

of a charged current interaction. The lepton allows for identification of the

incident neutrino flavor. Thus, in NC interactions, the neutrino flavor cannot

be determined.

During a proton beam spill, ∼ 10 neutrino events occur in the detector

due to the large neutrino flux. Figure 2.19 shows neutrino events in the de-
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tector during one proton beam spill. Spacial and timing information are used

to distinguish individual events during reconstruction. [41] Figure 2.20 shows

the timing distribution of hits from the neutrino events shown in Figure 2.19.

The scintillator strips measure the charge deposited by the particles

produced in the interaction. The energy deposition of a charged particle in a

scintillator strip is called a hit. The collection of hits is reconstructed to form

the neutrino event. The reconstruction code pieces together successive hits

forming muon tracks and particle showers. The reconstruction identifies muon

tracks and hadronic showers from the same neutrino event by determining the

origin of the track or shower, referred to as the event vertex. Figure 2.21 shows

the distribution of neutrino event vertices in data and Monte Carlo.

Muon tracks from the interaction of beam neutrinos in the detector

should propagate longitudinally away from the beam direction. Figure 2.22

shows the distribution of the direction of the muon track from selected νµ

CC events with respect to the incident neutrino beam. Neutrino events se-

lected (refer to Section 2.2.3) for analysis predominantly produce muons par-

allel to the incident neutrino beam.

Figure 2.23 shows three types of neutrino events that occur in the MI-

NOS detector. The charged current νµ event is characterized by the long

well defined muon track penetrating the vertex shower activity as seen in the

upper (U-view) and middle (V-view) left plots of the figure. The charged

current νe and neutral current events are characterized by an electromagnetic

and hadron shower, respectively. The electromagnetic shower tends to have a

compact transverse profile while the hadronic shower is transversely diffuse.

If the energy of the muon from a CC νµ event is low, it may range out

within the detector before escaping the hadronic shower near the vertex. The
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Figure 2.19: Event display in the MINOS detector for one proton beam spill.
Four neutrino interactions are visible. Typically the number of events/spill is
larger but a spill with fewer events is chosen for clarity. The timing distribution
is shown in Figure 2.20. [23]
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shown in Figure 2.19. [23]
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Figure 2.21: The reconstructed X, horizontal, and X, longitudinal to the detec-
tor, neutrino interaction vertices, defined by the muon track, for selected (re-
fer to Section 2.2.3) νµ charged current events in MINOS Detector. The
Data (points) are in good agreement with Monte Carlo (histogram). [23]
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Figure 2.22: The direction of the muon track from selected(refer to Sec-
tion 2.2.3) νµ CC events with respect to the incident neutrino beam. The
data (points) are in good agreement with Monte Carlo (histogram). [23]
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Figure 2.23: A charged current νµ (left column), a charged current νe (middle column), and a neutral cur-
rent (right column) event candidate in the MINOS Detector. The first row is shows the U-view orientation
and the second row shows the V-view orientation of the detector scintillator planes. The last row shows the
total pulse height of all strips versus the longitudinal position in the detector. The CC νµ event produces a
muon which appears as a long track in the detector. The CC νe and NC events produce electromagnetic and
hadronic showers, respectively, which differ in the width and length of their longitudinal profiles.
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reconstruction algorithm may fail to reconstruct the track in that event. Al-

ternatively, “fake” particle tracks may be reconstructed from clusters of hits.

Occasionally, tracks may also be produced from protons or pions within an

hadronic shower. Thus, a CC event may look like a NC event and a true

NC may appear to have a muon track. A particle identification technique

was developed which uses event topology and physics characteristics to iden-

tify muon tracks in neutrino events and thus separate charged current muon

neutrino events from NC events. This is discussed in Section 2.2.3.

The neutrino energy is reconstructed from the visible energy in the

detector as

Eν = Eµ + Ehad (2.8)

where Eµ is the visible muon energy and Ehad is the visible hadronic energy

in a neutrino event. However, due to uncertainties in final state interactions

and hadronization, the process of the formation of hadrons out of quarks and

gluons, the visible energy in the detector is not the true neutrino energy. The

smearing in energy from the true incident νµ energy to the value measured in

the detector must be accounted for in the cross section analysis and is discussed

in Chapter 7.

The MINOS Detector Monte Carlo simulates neutrino interactions us-

ing the NEUGEN event generator [13]. The NEUGEN model uses current

knowledge of neutrino cross sections and incorporates models for final state

interactions, such as pion charge exchange, absorption and rescattering in the

nucleus and hadronization. For neutrinos of the same energy the total en-

ergy deposited in the detector may vary from interaction to interaction and

the energy deposited in the detector may not be the true energy of the inci-
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Figure 2.24: The uncertainty in the hadronic energy scale in the MINOS
detector. The histogram is the quadrature sum of the uncertainty in the
simulation of hadron production in neutrino-iron interactions [42], an energy
independent 5.6% uncertainty in detector response [43, 44, 45], and a 2.3%
uncertainty in detector calibration [23, 46]. The curve is a polynomial fit.
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dent neutrino. The uncertainty on the hadronic shower energy measured in

the detector is determined by varying the model assumptions in NEUGEN

and comparing the results. Figure 2.24 shows the total uncertainty on the

hadronic energy as the quadrature sum of the uncertainty on the hadronic

shower energy due to these nuclear effects (energy dependent), the 5.6% single

particle energy scale (energy independent), and the 2.3% detector calibration

uncertainty.

2.2.3 Event Selection

Events are pre-selected by requiring that the event vertex is reconstructed

within a 3.2 m long, 0.8 cm radius cylindrical volume starting 0.8 cm from the

upstream face of the detector and centered around the beam axis, referred to

as the fiducial volume. Hadronic showers from events originating outside of

the fiducial volume may not be fully contained within the detector leading to

poor event reconstruction. Events are also required to have a reconstructed

track that spans 5 or more detector planes in each U-view and V-view.

For the analysis of this thesis we are interested in using charged current

νµ events to measure the charged current νµ cross section and use the MINOS

νµ CC event particle identification algorithm [47, 40] to identify νµ CC events

for use in the analysis. Four variables which differ for muon and non-muon

tracks are used to classify events as CC νµ or background.

Compared to hadrons, muons have a lower dE/dx which means that

muons tend to have longer tracks than do hadrons. This makes the length of

the track a good discriminating variable. Also, few GeV muons tend to loose

energy mostly by ionization which means that the average energy deposited
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in each strip varies little. Hadrons may undergo nuclear processes which lead

to large variations in the energy deposited along the track. Furthermore, the

muons deposit energy in a narrow window close to their path whereas hadrons

tend deposit energy in a broader window transverse to their path. Thus, the

four variables, the length of the track, the light yield of the track, the ratio

of the sum of the lowest light yield hits and the sum of the highest light yield

hits composing the track, and the fraction of hits in a plane that belongs to

the track exhibit characteristics that distinguish muon and non-muon tracks.

The variables are inputs in a k-nearest neighbor (kNN) algorithm which

classifies events as νµ CC or background based on these variables. A Monte

Carlo sample of events is used to populate the 4 dimensional space defined by

these four variables. In Monte Carlo it is known whether the a given event

is νµ CC or a background event. Each data event is compared to the nearest

Monte Carlo events in the 4-dimensional variable space. The nearest events

are defined by the Euclidean distance, where the coordinates are the variables,

between the data event and the surrounding population of Monte Carlo events.

A discriminating variable, the “kNN value”, is defined as the fraction of νµ CC

events among the k-nearest neighbors around the data event. A kNN value is

assigned to each data event.

Figure 2.25 shows the distribution of the kNN value for the pre-selected

events in the MINOS detector. Also, shown are the expected curves for the

kNN variable for CC and NC event in the MINOS Monte Carlo. Clear sep-

aration between events with a muon and non-muon track is achieved by this

method. Those events having a kNN value greater than 0.3 are classified as νµ

CC events otherwise they are classified as background events. A small sample

of true background events are selected as signal, νµ CC events. Figure 2.26
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Figure 2.25: The distribution of kNN value for neutrino events in the MINOS
detector. Those events having a kNN value greater than 0.3 are classified as
νµ CC events otherwise they are classified as background events. Courtesy R.
Ospanov.
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efficiency is the fraction of true νµ CC events that are selected and drops as
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because hadronic tracks may mimic short muon tracks. Courtesy R. Ospanov.
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shows the efficiency and purity of the selected events as a function of the mea-

sured neutrino energy. The efficiency is the fraction of true νµ CC events that

are selected and drops as the neutrino energy decreases because the muons

are lower energy and travel shorter distances in the detector. The purity is

the fraction of the total selected sample which are true νµ CC events. It also

drops as the neutrino energy decreases because hadronic tracks may mimic

short muon tracks. Further details of the event selection algorithm can be

found in Refs. [47, 40].

2.3 Summary

This chapter describes the experimental apparatus to measure the total charged

current cross section of muon neutrinos on iron. The neutrino source is the

Neutrinos at the Main Injector, NuMI, beamline. The neutrino detector is

the 980 ton MINOS detector located 1 km from the source target. The appa-

ratus has several essential features for the cross section measurement. First,

the NuMI beamline provides an intense beam that spans 1-16 GeV peaking

at ∼4 GeV which enables neutrino cross section measurements to be made at

low energies. Second, the NuMI beamline is flexible, and enables changes in

the flux spectrum which can be used to cross-check the results. Third, the

beamline has extensive instrumentation which, when combined with the flex-

ible design, permits measurement of the neutrino flux. Fourth, the neutrino

detector separates νµ and ν̄µ interactions, permitting study of νµ cross sec-

tions free from contamination from ν̄µ in the beam. These features enable the

analysis presented in this thesis.
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Chapter 3

Muon Flux Measurement

System

The NuMI beamline produces neutrinos by allowing pions and kaons to decay

in flight along the evacuated decay tunnel. π → µνµ and K → µνµ decays also

produce muons, thus a measurement of the muon flux may be used to infer the

neutrino flux. This chapter begins with a brief discussion of the muon detector

system hardware. Section 3.2 discusses the backgrounds which contribute

to the signal in the muon detectors. Section 3.3 describes the operational

performance of the muon monitors over the time period relevant for the cross

section analysis. The last section describes specialized data sets taken with

the muon flux system which will be used in Chapters 5 and 6 to derive the

neutrino flux measurement.
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3.1 Muon Flux System

The muon flux system[34] consists of 3 muon monitors located downstream

of the hadron absorber as shown in Figure 2.8. Figure 3.1 shows a schematic

of a single muon monitor. There are nine 10.2×10.2 cm2 ionization chambers

aligned from top to bottom inside each of 9 tubes forming a 9×9 array. The

chambers are spaced 25.4 cm, center-to-center, so that a muon monitor array

spans a total of 2.2×2.2 m2 transverse to the beam. A tube is rectangular

with transverse dimensions 15.24 cm wide(horizontal) and 228.6 cm high. The

thickness of the plates forming the tube is 0.3175 cm. The ionization chamber

plates are ceramic, Al2O3, and are 10.16 cm2 and 0.1 cm thick. Thus a particle

passing perpendicularly to the monitor at the center of a tube would pass

through 0.635 cm of aluminum and 0.2 cm of ceramic. The 3 mm region

between the chamber plates is filled with helium gas at NTP.

Figure 3.2 shows a single ionization chamber consisting of two parallel

electrodes. A bias voltage is applied across the electrodes causes the ions cre-

ated by the traversing muon beam to drift towards the cathode. The resulting

current is measured and digitized by the readout electronics.

Figure 3.3 shows “plateau” curves for the central chamber(pixel) of the

first muon monitor. Plateau curves are obtained at several proton beam in-

tensities an beam configurations to check rate dependent effects [33]. The fact

that these curves show a flat region between 50-100 V indicates full collection

of charge ionized in the chamber without significant loss due to recombination,

irrespective of space charge build-up in the ion chamber. Optimum operation

of the ion chamber is achieved on this plateau. The muon monitors are oper-

ated at 300 V.

76



   BEAM 

DIRECTION

LEVEL

ADJUSTMENT

GAS INPUTS 

GAS OUTPUTS 

ELECTRICAL

FEEDTHROUGHS 

Figure 3.1: A drawing of a of a muon monitor. There are nine ionization
chambers in each of nine tubes forming a 9×9 array.
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Figure 3.2: Schematic of a parallel plate ion chamber. The chamber is filled
with helium gas. A bias voltage is applied across the plate electrodes of the
chamber producing an electric field across the gap. Charged particles ionize
the helium producing an ion-pair. The ion and electron are accelerated towards
their respective electrodes. The resulting current is measured and digitized by
the readout electronics.
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Figure 3.3: Plateau curves of the central chamber (pixel) of muon monitor
1. Plateau curves are obtained at several proton beam intensities and beam
configurations to check rate dependent effects. Optimum operation of the ion
chamber is achieved for bias voltages ranging from ∼100 to ∼400 V. Outside of
this region the response is affected by charge amplification and recombination.
The muon monitors are operated at 300 V. [33]
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3.1.1 Ionization Scale

In order to measure the number of muons passing through each muon mon-

itor, the ionization scale, that is the charge collected by the monitors per

intercepting muon, of the monitors must be known. Theoretical and experi-

mental values from past experiments of the ionization of helium gas by charge

particles are summarized in Ref [33]. Two beam tests using prototype muon

monitor ionization chambers were performed at Fermi National Accelerator

Laboratory (FNAL) [48] and Brookhaven National Laboratory (BNL) [49]

from which the ionization scale may be extrapolated.

The beam test performed at FNAL placed two prototype 8×8 cm2 par-

allel plate ionization chambers (IC), with 1 mm and 2 mm electrode spacings,

in the 8 GeV proton Booster beam. The chambers were filled with helium

gas from a commercial bottle of labeled 99.998% purity. The upper plot of

Figure 3.4 shows the IC signal per proton as a function of the proton beam

intensity for three different applied bias potentials. Without charge amplifica-

tion, recombination or screening effects such curves are flat with intensity[33].

Except at the lowest intensities, the curves demonstrate non-linearity due to

these effects except at the lowest intensities. The least affected curve, 250 V,

extrapolates to 3.2 pC/107particles as the intensity goes to zero. Since the

muon monitor chambers have an anode-cathode spacing of 3mm, the corre-

sponding ionization scale for the muon monitors is 9.6 pC/107 particles.

The beam test performed at BNL utilized the Accelerator Test Facil-

ity (ATF) which provides 42 MeV electron bunches with pulse charges from

1 pC to 1 nC. The prototype ionization chamber (PIC) was of similar con-

struction and size to the FNAL prototype chambers. The chamber was filled
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Figure 3.4: Top: The normalized ion chamber (IC) signal as a function of the
proton beam intensity for applied bias potential of 100 V(•), 150 V (�), 200 V
(△), and 250 V (♦) measured by the beam test conducted at FNAL. Bottom:
The normalized PIC signal as a function of the applied bias voltage across the
chamber for several beam intensities as measured by the beam test conducted
at BNL. The beam intensity is measured in pC/spill. The vertical axis is the
ratio of the ion chamber to beam charge.

81



with 99.999% pure helium gas. The chamber was tested with 3 mm and 5 mm

anode-cathode spacings. The lower plot of Figure 3.4 shows the signal per

particle as a function of the applied bias voltage across the chamber for sev-

eral beam pulse charges. At the lowest voltages the ion chamber signal suffers

from insufficient bias potential to collect all of the ionized charge. Under ideal

conditions the curves plateau over the mid-range voltages indicating that the

charge collected is directly proportional to the charge ionized. The 5 mm

chamber plateaus above 200 V for beam charges of 5-12 pC. For the 5 mm

chamber the charge per particle is 15.6 pC/107particles. Extrapolating to the

3 mm electrode spacing of the NuMI muon monitors gives 9.4 pC/107 particles.

3.1.2 Gas Supply System and Purity

The NuMI muon monitors are supplied helium from 8 commercial gas cylinders

of helium rated at 99.998% purity. A single gas line runs from the bottle

manifold, located above ground, ∼300 m to an equipment rack, located below

ground, where it is fanned out to each of the 3 muon monitors and the hadron

monitor. Helium is continuously flowed through the monitors requiring gas

bottle exchange every ∼month to week depending on the flow rate. The flow

rate of helium through the monitors has been changed several times over the

5 years of operation to purge impurities from the system.

A typical impurity found in commercial helium bottles is oxygen and

typical levels are p.p.m.(parts per million). As oxygen has a lower ionization

potential than helium, oxygen contaminants increase the ionization scale of

the monitors resulting in an increased ionization signal. Figure 3.5 shows

measurements of impurity level as well as the pressure of the gas versus flow

82



Figure 3.5: Measurements of the impurity level and corresponding gas pressure
in the exhaust of muon monitor 1 were taken at flow rates of 10, 20, 30, 42,
and 60 ℓ/hr. The curves are fits to the data
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rate. The results show a decrease in the impurity level with increased flow

rate. Unfortunately, the effect of impurity level on the signal of the monitors

has not been systematically measured. But, it is suspected that changes in

impurity levels on the order of several p.p.m. have a significant(∼5-10%) effect

on the ionization scale.

On numerous occasions large increases in the ionization signal from

the muon monitors have been seen, particularly at the times of gas bottle

exchanges. As a result, calibration ionization chambers with internal Am241α

sources were installed in the exhaust lines of each muon monitor in 2007.

Pressure transducers were installed in the gas line alongside the chambers

so the variations in the ionization signal due to ambient pressure may be

calibrated out. The calibration chambers are located outside of the muon

alcoves and are not subject to ionization of particles produced by the beam.

Thus, they are sensitive to the gas quality within the muon monitors and may

be used to calibrate out effects of varying gas purity in the muon monitor

signals. Furthermore, bubblers were installed at the exhausts to reduce back

diffusion of air into the monitors.

3.1.3 Ambient Pressure and Temperature

Ambient pressure and temperature in the muon alcoves affect the ionization

signal from the muon monitors because they increase or decrease the density

of the gas within the monitors. Barometric pressure variations of ∼20 torr can

occur over a period of hours due to high and low pressure weather systems.

Figure 3.6 shows the total signal from muon monitors 1 and 2 as a function of

gas pressure over a 2 day period.
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Figure 3.6: Total signal from muon monitors 1(top) and 2(bottom) as a func-
tion of gas pressure over 2 days during which the barometric pressure varied
significantly. A correction for the muon monitor signals with gas pressure is
developed in Appendix A.

85



The absolute temperature at a given muon alcove varies little over time

since the temperature underground is not significantly affected by temperature

changes above ground. However, there is a considerable difference in the tem-

perature between alcoves 1, 2 and 3. The temperature at the hadron monitor

is affected by the penetrating hadron beam and therefore can vary significantly

over several weeks. Figure 3.7 shows the total signal from the hadron monitor

as a function of ambient temperature over ∼3 weeks.

Pressure and temperature effects can be readily corrected for and these

corrections are described in detail in Appendix A. Figures 3.8 through 3.11

show the effect of correcting for the ambient pressure conditions on the hadron

and muon monitor data between November 16, 2005 and December 11, 2005.

Figure 3.12 shows the ambient pressure and temperature of the monitors over

the same time period. The pressure varies significantly over hours while the

temperature remains largely constant over this time period. Correcting the

hadron an muon monitor signals for pressure conditions reduces the variation

in the signals over this time by as much as 60%.

3.1.4 Rate-Dependent Effects

Ion chambers are subject to non-linear behavior due to space-charge build up

between the electrodes[33]. An increase in ion density within the ion chamber

can screen the potential seen by surrounding electrons and ions as the rate

of ionization increases. The upper plot of Figure 3.4 demonstrates this effect.

Without screening effects the ionization signal should be directly proportional

to the incident particle intensity and the curves shown in this figure should be

flat with intensity. As the intensity of incident particles is increased, the in-

86



Figure 3.7: Total signal from the hadron monitor as a function of ambient
temperature over ∼3 weeks. A correction for the signal with temperature is
developed in Appendix A.
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Figure 3.8: The top plot shows the total signal from the hadron monitor
as a function of time before (“Uncorrected”) and after (“Pressure Corrected”)
correcting for ambient pressure. The bottom plot shows that the time variation
of the hadron monitor signal is reduced by ∼30% as a result of correcting for
pressure. The pressure correction is discussed in detail in Appendix A.

88



00:00:00
11/16/05

06:00:00
11/22/05

12:00:00
11/28/05

18:00:00
12/04/05

00:00:00
12/11/05

pp
p)

12
M

uo
n 

M
on

ito
r 

1 
S

ig
na

l (
pC

/1
0

650

660

670

680

690

700
Uncorrected

Pressure Corrected

Entries  645087

Mean   678.894

RMS     2.565

ppp)12Muon Monitor 1 Signal (pC/10
650.0 655.0 660.1 665.1 670.2 675.2 680.2 685.3 690.3 695.4 700.4

N
um

be
r 

of
 S

pi
lls

0

5

10

15

20

25

30

35

40

45
310×

Entries  645087

Mean   678.894

RMS     2.565

Entries  645087

Mean   670.871

RMS     4.740

Entries  645087

Mean   670.871

RMS     4.740

Uncorrected

Pressure Corrected

Entries  645087

Mean   670.871

RMS     4.740

Entries  645087

Mean   678.894

RMS     2.565

Figure 3.9: The top plot shows the total signal from muon monitor 1 as a
function of time before (“Uncorrected”) and after (“Pressure Corrected”) cor-
recting for ambient pressure. The bottom plot shows that the time variation
of muon monitor 1’s signal is reduced by ∼60% as a result of correcting for
pressure. The pressure correction is discussed in detail in Appendix A.
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Figure 3.10: The top plot shows the total signal from muon monitor 2 as
a function of time before (“Uncorrected”) and after (“Pressure Corrected”)
correcting for ambient pressure. The bottom plot shows that the time variation
of muon monitor 2’s signal is reduced by ∼40% as a result of correcting for
pressure. The pressure correction is discussed in detail in Appendix A.
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Figure 3.11: The top plot shows the total signal from muon monitor 3 as
a function of time before (“Uncorrected”) and after (“Pressure Corrected”)
correcting for ambient pressure. The bottom plot shows that the time vari-
ation of muon monitor 3’s signal is larger than the variation due to ambient
pressure changes and thus the pressure correction only modestly reduces the
time variation of the signal. The pressure correction is discussed in detail in
Appendix A.
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Figure 3.12: Top: The gas pressure of the hadron monitor and muon monitors
1, 2 and 3 over November 16, 2005 and December 11, 2005, the same time
period as in Figures 3.8 through 3.11. Bottom: The temperature at the hadron
monitor and muon monitors 1, 2 and 3 over November 16, 2005 and December
11, 2005, the same time period as in Figures 3.8 through 3.11.
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creased number of ions becomes more and more effective at screening ion-pairs

from the applied potential so that a “dead zone” forms nearest the cathode

where the electric field is zero. As the intensity increases the downward sloping

curves suffer from space-charge induced recombination and the upward sloped

curve suffers from space-charge induced multiplication [33].

The muon monitors were designed to have relatively small non-linear

rate dependent effects[34], but the small non-linearity does require a few per-

cent correction. The upper plot in Figure 3.13 shows the charge collected in

Muon Monitor 1 versus the proton beam intensity. The non-linearity provides

a measure of the rate-dependent effect in the chambers. The solid curve is a

quadratic fit to the data. The dashed curve is a linear fit to the data below

5×1012ppp where space-charge effects are expected to be smaller. The lower

plot in Figure 3.13 shows the percent difference between the solid and dashed

curves as a function of collected charge. This difference is taken to be the

correction for rate-dependent effects. The error on the correction is taken to

be the greater of half the correction or 0.01. Similar curves are developed for

muon monitors 2 and 3.

3.2 Measurements of Backgrounds

The dominant contribution to the muon monitor ionization signal comes from

muons produced by meson decay in the decay volume. However, there are

other particles that pass through the monitors, ionize the gas and contribute

to the ionization signal. These particles constitute a background to muon flux

measurements in the muon monitors. Thus, it is necessary to determine the

amount of the muon monitor signal which comes only from muons produced in
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meson decay in the decay volume. Particles that impact the absorber interact

within the absorber producing background particles to muons from meson-

decay-in-flight. Such backgrounds arise in part because ≈ e−2 = 13.5% of the

primary proton beam passes through the target unreacted and is transported

to the beam absorber, where it can create pions and kaons which decay to

muons. These muons from the beam absorber are produced in close proxim-

ity to the muon alcoves. Additionally, Alcove 1 sees a background from the

absorber due to neutrons not fully contained in the absorber which can elas-

tically scatter in the chamber gas and produce heavily-ionizing Helium recoil

nuclei[50]. Monte Carlo simulations indicate that, depending on the beam

configuration, 88-92% of the backgrounds produced in the absorber originate

from the unreacted proton beam (see Chapter 4). The background signal in

the muon monitors from interactions of unreacted protons with the absorber

is determined by two independent in situ studies. The first study involves the

use of a set of special runs in which the proton beam is transported directly

to the absorber (no target in place). The second takes advantage of the fact

there exist gaps on either side of the target in between the baffle. During

scans of the proton beam across the target (Appendix B), the proton beam is

positioned over these gaps and is largely transported directly to the absorber.

3.2.1 No-Target Spills

Figure 3.14 shows distributions in the muon alcoves, averaged over several

pulses, for two beam configurations. The left column of plots shows the muon

beam profiles which arose during a special run in which the target was removed

from the beam and the proton beam was transported directly to the beam
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absorber. The right column of plots shows the muon beam profiles which were

observed when the horn was set to zero current.1 These two data sets were

acquired approximately 1 hour apart. As anticipated, the close proximity of

the absorber to the alcoves results in a dump-muon signal that is comparable

(per proton) as the muon flux produced by decays-in-flight when the proton

beam hits the target.2

To estimated the expected backgrounds in the monitors, the no-target

data are scaled by 0.135 to the level anticipated during normal running with

the target in place. The results are given in Table 3.1.

While this measurement of the dump-related backgrounds has the merit

of being quite direct, in practice the uncertainties from this technique range

from 9% in Alcove 1 to 75% in Alcove 3, due to the extremely low (8×1011 ppp)

spill intensities in use during this particular beam study.

3.2.2 Beam-Missing-Target Spills

At several occasions studies have been performed in which the proton beam

is scanned horizontally across the target for alignment purposes (Appendix B

and [33, 38]). The diagram of Figure 3.15 shows the geometry of the target

and baffle system. The region in between each pair of solid vertical lines on the

plot of muon monitor signal vs. proton beam position is the gap in between

the target and the baffle. The dashed vertical lines indicate the center of each

gap.

1The no-target data was collected in place in order to perform alignment scans across
the horn cross hairs [33].

2Interestingly, the no-target profiles are strongly peaked at the centers of the muon arrays
and do not show the peaks in Alcove 1 due to the cracks in the absorber as is seen in the
no-horn, beam on target, profiles.
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Figure 3.14: Signal in the muon alcoves in the horizontal (solid lines) and
vertical (dashed lines) projections. Left column is taken from pulses in which
the proton beam was transported directly to the beam absorber (no target in
place), while plots in the right column have a target in place, but the horns
were not pulsing. Rows 1, 2, 3 are Muon Monitors 1, 2, 3.
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Figure 3.15: Top: Proton beam’s-eye-view of the target-baffle system. Data,
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pulsed. The clear aperture between the target and baffle can permit approxi-
mately 93% of the proton beam to be transported directly to the absorber if
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The proton beam is in fact small enough to largely be transmitted with-

out interruption through the gap between the target and the inner aperture of

the baffle. During the period of March-May, 2005, during which the the scan

shown in Figure 3.15 was performed, the 6.4 mm wide target was horizontally

displaced within the 11 mm circular aperture of the baffle so that a 3.0 mm

gap was created to the right of the target. This 3.0 mm gap should be com-

pared to the σx ≃0.82 mm horizontal beam widths typical during the beam

scans at that time, suggesting that approximately 93% of the proton beam

could be steered between the baffle and target (±1.5σx). When the beam is at

x = 2.8 mm, approximately 93% of the beam should be transported directly

to the absorber, with 3.4% striking the target and 3.4% striking the baffle.

To determine the signal in the muon monitors which arises from protons

hitting the absorber, we take the signal level when the beam is centered at

x = 2.8 mm, subtract off 3.4% of the signal level for x = 1.3 mm and 6%

of the signal level for x = 4.3 mm. This “sideband-subtracted” quantity is

then scaled up by 1/0.93 so that the signal per proton is correctly normalized

(the toroids measure the total beam/spill). These results are summarized in

Table 3.1. These beam scans were conducted at relatively high intensity (a

couple 1012 ppp). The uncertainties in Table 3.1 are estimated by variation of

the level which should be subtracted off the x = 2.8 mm value, taken to be

5%, as well as an effective 2% uncertainty in the 93% transmitted beam value.

3.2.3 Summary

Backgrounds in the muon monitors arise from particles produced in the beam

dump by the remnant high energy proton beam. These particles include
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Signal Before Signal After Extrapolated to
Muon Gas Corrections Gas Corrections 13.5% Unreacted
Alcove (pC/1012 ppp) (pC/1012 ppp) Proton Beam

Data from No-Target Spills (Section 3.2.1)

1 270± 22 251± 21 34± 3
2 59± 5 54± 5 7.3± 1
3 20± 15 12± 9 1.6± 1.2

Data from Target Scans (Section 3.2.2)

1 236± 13 223± 16 30± 2
2 63± 4 58± 4 7.8± 0.5
3 29± 2 20± 3 2.7± 0.4

Table 3.1: Backgrounds in the Muon Monitors as determined in spills with
no target in the beam line (Section 3.2.1), and in spills in which the beam is
intentionally steered to the right of the target (Section 3.2.2). In both cases,
all or a significant fraction of the primary proton beam is transported directly
to the NuMI beam absorber, permitting a measurement to be made of the
fluxes of particles in the monitors produced by backgrounds in the absorber.
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neutrons (mostly in muon monitor 1), as well as muons produced in hadronic

showers, and vary in level from muon monitor 1 to 3.

The expected 30 pC/1012 ppp dump muon background is 15% of the

Alcove 1 horn-off signal, for example. The dump-related backgrounds amount

to just 8% of the Alcove 3 horn-off signal. As expected, the background level

is higher in the first alcove.

3.3 System Performance

The muon monitors can detect small(< 1%) changes in flux. Such changes

arise from varying proton beam conditions such as varying beam width, fo-

cusing effects such that arise from small changes in horn current, and small

misalignments of the proton beam with respect to beamline components.

Figure 3.16 shows the proton beam size and horn current for each spill

over a 1 week period in December, 2005. Over this time the horizontal and

vertical proton beam size at the target varies by as much as 30% and horn

current varies by 0.2%. Figure 3.17 shows the measured muon flux in muon

monitors 1 and 2 over the same time period. A ∼1% change in the muon flux

is measured by muon monitor 2 at the same time that the proton beam size at

the target changes by 30%. This is consistent with more protons impacting the

edges of the target, reducing reinteractions within the target, and producing

more high energy mesons which decay to high energy muons and neutrinos

(see additional discussion in Appendix B). Further confirmation comes from

the hadron monitor, also shown in Figure 3.17, in which the signal increases at

the same time the proton beam size increases, consistent with a larger number

of protons either escaping out of the sides of the target without interacting or
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Figure 3.16: Horn current, horn temperature and proton beam size for each
spill over a 1 week period. (The strip line carries current to the horns.) Vari-
ations in the quantities produce measurable changes in the muon and hadron
flux measured in the muon and hadron monitors as seen in Figure 3.17.
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Figure 3.18: Muon Monitor 1, 2 and 3 signals versus the current in the horns
in the LE010/185 kA beam configuration over several days. The current in
the horns is decreasing over time due to heating in the target hall. In this
beam configurations muon monitor 1 is sensitive to muon produced by pions
that are focused by the horns whereas muon monitors 2 and 3 see muons
from unfocused pions which pass through the field-free necks of the horns. As
expected, the signal from muon monitor 1 shows a ∼1% increase as the horn
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completely missing the target altogether.3

In the same graphs it may be seen that an increase of ∼ 0.6% is observed

in the muon flux in muon monitor 1 after December 10, 2005. This increase

occurs at the same time as the ∼ 0.2% increase in the current through the

horns as seen Figure 3.16. Figure 3.18 shows a strong correlation between the

signal in Muon Monitor 1 and the horn current in the LE010/185 kA beam

configuration over a several day period in October 2005. The current in the

horns is varying over time due to heating in the target hall. Such a correlation

between temperature and the current in the horns can be seen in the upper

plot of Figure 3.16 which shows the temperature of the lines that carry current

to the horns as well as the current in the horns. As the temperature of the

current lines decreases the current in the horns increases due to changing

electrical resistivity. Target hall temperatures can rise as the proton beam

starts up or varies in intensity, because energy deposited by particles stopping

in the target hall shielding is largely converted to heat. From these graphs, it

is evident that the muon monitors are able to detect the flux changes brought

about by small changes in beam conditions such as the proton beam location

or size or the current in the focusing horns.

3.3.1 Long-Term Performance

This section documents the stability of the beam flux using the muon monitors

between February 2005 and August 2006. Table 3.2 lists the target positions

during this time. For the purpose of this thesis, this time period is divided

3The opposite effect, i.e. a decrease in the low energy muon flux, may be expected to
be observed in muon monitor 1, except that the simultaneous increase in the horn current
seems to cancel out the effect.
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Time Beam Start Date End Date
Period Configuration (UTC) (UTC)

Run I Part I LE100 Feb. 01, 2005 Feb. 27, 2005
LE250 Feb. 27, 2005 Mar. 04, 2005
LE100 Mar. 04, 2005 Mar. 07, 2005
LE000 Mar. 08, 2005 Mar. 23, 2005
LE100 Apr. 30, 2005 May. 12, 2005
LE250 May. 12, 2005 May. 20, 2005

Run I Part II LE010 May. 20, 2005 Feb. 26, 2006
Run II Part I LE150 Jun. 01, 2006 Jun. 11, 2006

LE250 Jun. 11, 2006 Aug. 14, 2006

Table 3.2: Beam configurations between February 2005 and August 2006.
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into 3 smaller time periods listed in Table 3.2.

The muon monitors measure the muon beam flux by intercepting the

muons produced in hadronic decays in the upstream decay volume. Muons

ionize helium gas, which continuously flows through the chambers, producing

an electronic signal which is proportional to the flux of intercepting particles.

Variations in the density of the helium gas caused by changes in the ambient

pressure and temperature result in changes in the amount of charge ionized

per incident particle. Corrections to the ionization signal for the gas pressure

and temperature are developed in Appendix A. Impurities in the helium will

also result in a change in the ionization signal per incident particle.

Run I Part I

Figures 3.19 and 3.20 show the beam conditions and muon monitor signals

during Run I Part I. During this time period the beam is being commissioned.

Beam conditions such as the position of the proton beam at the target vary

greatly. There are numerous target scans, during which the beam is scanned

from -10 mm to 10 mm horizontally and vertically across the face of the target,

performed during this time period which significantly affect the muon flux at

the monitors. Also, the stability of proton beam position at the target is

poor as the feedback system was still being commissioned [51]. There are also

several instances in which the horns are turned off. Additionally, the target

position changes several times as listed in Table 3.2. The muon monitor signals

vary greatly over this time consistent with the changing beam conditions.

Considering, the greatly varying operating conditions the ratios of the muon

monitor signals to each other are fairly stable over the duration of each beam

configuration.
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Figure 3.19: Beam conditions during Run I Part I. Top: The number of protons
per spill impacting the target and the current in the focusing horns. Bottom:
The horizontal and vertical position of the proton beam at the target and the
horizontal and vertical RMS transverse size of the proton beam at the target.
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Figure 3.20: Top: Muon Monitor 1, 2 and 3 signals during Run I Part I.
During this time commissioning of the NuMI beam was occurring. Various
special tests of the proton beam and the muon monitors were being conducted
and the beam was operated in several different target positions, LE000, LE100,
LE250. Bottom: Monitor signal ratios during Run I Part I.
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Run I Part II

Figures 3.21 and 3.22 show the beam conditions and muon monitor signals

during Run I Part II. During this time period the target is in the LE010

position and the beam conditions are more stable than during the previous

time period. The muon monitor gas flow rate is nominally 10 ℓ/hr.

On July 8, 2005, it was discovered that a valve in the gas line leading

to muon monitor 3 was left open at which point it was closed. This means

that the impurity level of the gas in muon monitor 3 is higher prior to July 8

than the impurity level of the gas in muon monitor 1 and 2. This is evidenced

by higher signal in alcove 3 prior to July 8.

On two occasions, the gas quality of the helium gas flowing through

the monitors has changed resulting in the loss of a few weeks of monitor data.

Around July 15, the helium gas supply is exchanged and the signals in the

monitors begin to drift. Between July 15 and Aug 9, the inferior gas causes

changes in the monitor signals. On Aug 9 a new supply of helium is placed in

the gas system and the signals begin to drop. To expedite the purging of the

system, on Aug 12 the gas flow is increased from 10 ℓ/hr to 40 ℓ/hr causing the

signal to drop rapidly. On Aug. 15, the gas flow is returned to 10 ℓ/hr and the

signals stabilize at their pre-Jul. 15 levels in alcove 1 and 2. A similar event

occurs on September 22. Although the signals from the monitors change over

these times, the signals from each monitor move in unison due to the common

gas source.

The signal ratio of alcove 1 to alcove 2 is consistent throughout this

time, indicating similar impurity levels in the two monitors. The ratio of

alcove 1 to alcove 2 during Run I Part II is stable to 3%. The ratio of alcove
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Figure 3.21: Beam conditions during Run I Part II. Top: The number of
protons per spill impacting the target and the current in the focusing horns.
Bottom: The horizontal and vertical position of the proton beam at the target
and the horizontal and vertical RMS transverse size of the proton beam at the
target.
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Figure 3.22: Top: Muon Monitor 1, 2 and 3 signals during Run I Part II.
Bottom: Monitor signal ratios during Run I Part II.
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1 to alcove 3 prior to July 8 is stable to 3%. After about Sep. 1, it is stable to

2%. The ratio of alcove 2 to alcove 3 prior to July 8 is stable to 2% and after

Sep. 1, it is stable to 1%. Therefore, the vast majority of the monitor data

from this run period is useful for a relative analysis of flux stability.

Run II Part I

Figures 3.23 and 3.24 show the beam conditions and muon monitor signals

during Run II Part I. The muon monitor gas flow rate is nominally 20 ℓ/hr.

From Jun. 01 to Jun. 11 the target is in LE150 position. From Jun. 11 to

Aug. 13 the target is in LE250 position.

On Jun. 5, the gas supply begins to run out causing an increase in the

monitor signals until Jun. 10 when a new helium gas supply is placed in the

system and the signals begin to drop.

On Aug. 2, the helium gas supply is exchanged and the signals start

to increase. On Aug 4 the gas flow was increased from 20 ℓ/hr to 30 ℓ/hr

causing the signals to drop. On Aug. 7 the gas flow was decreased to 20 ℓ/hr

and shortly thereafter increased to 30 ℓ/hr causing the signals to increase then

decrease. On Aug 11 the gas was changed and the signals decrease towards

their new equilibrium values at 30 ℓ/hr.

As during Run I Part II, the ratios of the alcoves are unaffected by

the gas quality changes because the impurity levels in the three monitors are

similar causing the absolute signals to change proportionally.

During the LE150 running, the ratio of alcove 1 to alcove 2, alcove 1 to

alcove 3 and alcove 2 to alcove 3 is stable to 1, 4, and 4% respectively. During

the LE250 running. The ratio of alcove 1 to alcove 2, alcove 1 to alcove 3 and

alcove 2 to alcove 3 is stable to 2, 4, and 3% respectively.
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Figure 3.23: Beam conditions during Run II Part I. Top: The number of
protons per spill impacting the target and the current in the focusing horns.
Bottom: The horizontal and vertical position of the proton beam at the target
and the horizontal and vertical RMS transverse size of the proton beam at the
target.
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Figure 3.24: Top: Muon Monitor 1, 2 and 3 signals during Run II Part I.
Bottom: Monitor signal ratios during Run II Part I.
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Summary

The muon monitor data has been thoroughly characterized over the course of

Run I and the Run II LE150 and LE250 beam running. Although, variations

in gas quality caused variations in the absolute signal in the monitors, with

the exception of muon monitor 3 prior to July 2005, the relative calibration

between the monitors is not affected. A correction is made to the data taken

in muon monitor 3 prior to July 2005 to account for the inferior gas quality.

Also, during these time periods the muon monitors show that there are no

large fluctuations in the relative muon flux measured; the relative muon flux

is stable in each beam configuration.

3.4 Horn Current Scan Data Sets

The muon flux is directly related to the neutrino flux, as the muons are pro-

duced alongside neutrinos in pion and kaon decay. Chapters 4-6 will describe

the relationship between the muon and the neutrino flux and how measure-

ments in the muon monitors can be translated into a neutrino flux measure-

ment.

These measurements utilize the data from a series of special beam tests

described in this section. Thus, while the data in Section 3.3 serves to monitor

the stability of the flux over the period of this cross section measurement, it is

the data from this section which will be utilized to measure the flux and energy

spectrum of neutrinos from the NuMI beam. This measurement is achieved

by a set of specific manipulations of the current in the horns and the position

of the target.
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During the first 2 years of operation, the NuMI beam operated in several

different target configurations, LE000, LE010, LE100, LE150 and LE250 (see

Table 3.2). During each beam configuration, the current in the horns was

scanned from 0kA to 200kA providing a large data set of measurements of the

muon fluxes in each target configuration in the muon monitors. Each scan of

the horn current from 0 kA to 200 kA at a single LEXXX (“XXX” indicates

the target position. It ranges between 0 and 250.) is called a “horn current

scan”. Each horn current scan consists of between 1 and 10’s of proton beam

spills at each horn current, which varies from 8 to ∼50 different horn currents,

for a total of 100-600 proton beam spills per horn current scan. The dates

that each horn current scan was performed are listed in Table 3.3.

The remainder of this chapter describes the muon monitor horn current

scan data sets and the corrections to the data necessitated by varying ambient

and beam conditions. Although the statistical error on the flux measurement

at each LEXXX/YYYkA (“YYY” indicates the horn current. It ranges be-

tween 0 and 200.) data point is negligible, the systematic effects such as those

described in the previous section of this chapter must be corrected. Differences

in ambient and beam conditions during the scans are summarized in Table 3.3.

Figures 3.25 through 3.27 show the raw data from the six scans of

Table 3.3 in each of the three alcoves before any corrections, with the exception

that electronics “pedestals”, have been applied. Each point is an average of

the signal from all spills taken at the same horn current, which ranges from

1 to 10’s of proton beam spills. A couple of differences between the scans are

readily evident from these plots. First, as can be seen in Figures 3.25 and 3.26,

the two LE250 scans do not agree, reflecting different conditions under which

each scan was performed. Second, as can be most easily seen in Figure 3.27,
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Beam Target Position
Condition 0 cm 10 cm 100 cm 150 cm 250 cm 250 cm

Date Collected Mar. 13, ’05 Jun. 10, ’05 Mar. 4, ’05 Jun. 2, ’06 Feb. 27, ’05 Aug. 9, ’06
TORTGT (1012 ppp 2.03 18.2 2.4 6.8 4.3 24.1
XTGT (mm) −1.49a −1.15 −0.95 −1.21 −1.57 −1.42
YTGT (mm) 0.72a 1.11 0.72 1.01 1.55 1.06
Abeam (mm2) 2.74 4.33 2.74 2.08 2.50 3.31
He flow (ℓ/hr.) 8.4/9.1/8.8 7.9/9.2/8.3 8.6/9.2/9.2 18.7/19.8/19.8 9/9.4/9.4 30/30.1/30.1
Alcove 1 Press. (Torr) 781.4 780.3 779.4 783.8 774.9 780.5
Alcove 2 Press. (Torr) 779.5 779.6 778.2 787.1 774.3 784.8
Alcove 3 Press. (Torr) 779.2 779.8 777.0 789.5 772.4 787.9
Alcove 1 Temp. (F) 58.8 60.1 59.0 61.3 59.4 61.5
Alcove 2 Temp. (F) 79.0 75.9 78.1 76.6 77.4 80.3
Alcove 3 Temp. (F) 72.4 71.6 71.8 71.5 71.3 71.6

aDetermined with the profile monitors(SEMs).

Table 3.3: Beam configurations and data sets accumulated for this analysis. For each data set is given
the average intensity of the proton beam per spill, the average position of the proton beam (horizontal and
vertical), average proton beam spot size, He gas flows and pressures and temperatures in the muon monitors
(in Alcoves 1, 2, and 3).
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Figure 3.25: The raw signal from Muon Monitor 1 plotted as a function of
the current in the horn and several target positions Each scan was performed
under different beam and chamber conditions, summarized in Table 3.3.
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Figure 3.26: The raw signal from Muon Monitor 2 plotted as a function of
the current in the horn and several target positions Each scan was performed
under different beam and chamber conditions, summarized in Table 3.3.
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Figure 3.27: The raw signal from Muon Monitor 3 plotted as a function of
the current in the horn and several target positions Each scan was performed
under different beam and chamber conditions, summarized in Table 3.3.
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the scans performed at different target positions do not agree at 0 kA. The

2.5 m range in target position between the scans is nearly negligible compared

to the ∼725 m distance between the target and the muon monitors. Thus,

without horn focusing there should be no measurable difference in muon flux

at the muon monitors. Corrections to the scans are evaluated below.

3.4.1 Systematic Effects

In this section, we apply corrections to the data of Figures 3.25 through 3.27.

We will correct for ambient effects such as barometric pressure, temperature

and flow rates, as well as variations in beam running conditions which would

be expected to cause variation in rates. These include proton beam spot size

and position at the target, as well as intensity per spill. These are discussed

in turn.

Ambient pressure and temperature conditions vary across these data

sets as summarized in Table 3.3. As discussed in Section 3.1.3 and in Ap-

pendix A, a correction was developed to account for such variations. The

dominant correction is for the difference in the temperature between alcoves

1, 2 and 3. Because the temperature at each monitor varies little over time,

a temporal correction was not necessary. Since hadron monitor is essentially

identical to the muon monitors in construction and function, the temperature

correction obtained for the hadron monitor (see Appendix A) is applied to the

muon monitor data.

As indicated in Table 3.3, the horn current scans were performed at

different instantaneous beam intensities (protons-per-pulse), with the earlier

data sets acquired at significantly lower intensity. Also, the flux of particles
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through the muon monitors depends strongly on horn current. As discussed

in Section 3.1.4, a correction must be applied to the muon monitor signals

in order to compare data taken at different rates of ionization resulting from

varying proton beam intensity and horn current. The correction shown in

Figure 3.13 is used to correct the horn current scan data sets. Figure 3.28

shows the percent correction applied to each data point in the horn scan data

sets.

The average position of the proton beam at the target during the horn

scans varies from 〈XTGT 〉 = −0.84 mm to −1.57 mm in the horizontal direction

and 〈YTGT 〉 = 0.2 mm to 1.6 mm vertically. The nominal center of the target is

at X = −1.2 mm and Y = +1 mm. As discussed in Appendix B, as the proton

beam is steered closer to the edge of the target, fast pions exiting the same

side of the target have a greater probability of exiting without reinteracting

in the target material. An off-center proton beam can therefore increase the

flux of high-energy neutrinos and muons. Because a target alignment scan

using the proton beam was performed each time the target was moved into a

different longitudinal position, there exist horizontal and vertical target scans

performed in each beam configuration, LE000, LE010, LE100, LE150 and

LE250. As discussed in Appendix B, these data were used as the basis for

a correction based on proton beam position. Table 3.4 lists the resulting

corrections applied to each horn scan data set in each of the muon monitors.

As indicated in Table 3.3, the gas flow has been increased on a couple

of occasions which affect the ionization scale of the monitors. Further, the

third alcove had an undetected leak in the gas system prior June, 2005, so

that its purity level at that time was worse than the other two alcoves. Most

recent data, taken at 20 ℓ/hr. and 30 ℓ/hr. flow to the alcoves, appears to
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Figure 3.28: Magnitude of the non-linearity correction applied to the horn
scan data. The plot legend refers to the horn scan data sets in Table 3.3. The
corrections come from comparing the ionization rate at each horn scan data
point to the curve in Figure 3.13.
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Data Set Systematic Effect:Beam Position
Target Correction to Correction to Total

Alcove Position XTGT = −1.2 mm YTGT = +1.0 mm Correction
(%) (%) (%)

0 cm 0.2± 0.5 0.1± 0.5 0.3± 0.7
Muon 10 cm −0.1± 0.5 0.0± 0.5 −0.1± 0.7
Alcove 100 cm 0.0± 0.5 −0.4± 0.5 −0.4± 0.7

1 150 cm 0.0± 0.5 −0.1± 0.5 −0.1± 0.7
250 cma 0.0± 0.5 0.7± 0.5 0.7± 0.7
250 cmb 0.6± 0.5 0.0± 0.5 0.6± 0.7
0 cm 0.0± 0.5 0.0± 0.5 0.0± 0.7

Muon 10 cm 0.0± 0.5 0.0± 0.5 0.0± 0.7
Alcove 100 cm −0.3± 0.5 −0.3± 0.5 −0.6± 0.7

2 150 cm 0.0± 0.5 −0.1± 0.5 −0.1± 0.7
250 cma 0.8± 0.5 0.8± 0.5 1.6± 0.7
250 cmb 0.5± 0.5 −0.1± 0.5 0.4± 0.7
0 cm 2.0± 0.5 0.1± 0.5 2.1± 0.7

Muon 10 cm 1.2± 0.5 0.0± 0.5 1.2± 0.7
Alcove 100 cm 0.1± 0.5 0.8± 0.5 0.9± 0.7

3 150 cm 0.1± 0.5 0.0± 2.0 0.1± 2.1
250 cma −1.8± 0.5 1.0± 0.5 −0.8± 0.7
250 cmb 2.3± 0.5 −0.1± 0.5 2.2± 0.7
aFebruary, 2005 Data set bAugust, 2006, Data set

Table 3.4: Corrections and uncertainties in the horn current scan data due
to the horizontal, and vertical beam positions. Given for each of the muon
monitors and in each of the target configurations. The derivation of these
corrections can be found in Appendix B.
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Data Set Ihorn = 0 kA Signals
Target Signal After Gas Quality

Alcove Position Corrections Correction
(pC/1012 ppp) Factor

0 cm 209.0± 10.7 0.927± 0.048
Muon 10 cm 198.0± 0.9 0.979± 0.005
Alcove 100 cm 200.6± 8.5 0.966± 0.041

1 150 cm 193.8± 0.6 1.0
250 cma 211.2± 3.2 0.918± 0.014
250 cmb 194.7± 0.1 0.995± 0.003
0 cm 102.3± 2.6 0.918± 0.023

Muon 10 cm 95.1± 0.3 0.987± 0.004
Alcove 100 cm 98.4± 1.5 0.954± 0.015

2 150 cm 93.9± 0.3 1.0
250 cma 102.5± 1.0 0.916± 0.009
250 cmb 95.6± 0.1 0.982± 0.003
0 cm 45.1± 13.7 0.729± 0.223

Muon 10 cm 47.7± 0.2 0.688± 0.019
Alcove 100 cm 51.3± 5.2 0.641± 0.067

3 150 cm 32.9± 0.9 1.0
250 cma 56.7± 2.4 0.580± 0.029
250 cmb 34.3± 0.1 0.958± 0.026

aFebruary, 2005 Data set bAugust, 2006, Data set

Table 3.5: The horn-off signals in the alcoves (in units of pC/1012 ppp), after
corrections for barometric pressure, ambient temperature, rate-dependent ef-
fects, and beam position are applied. Data for each monitor within columns
should be compared. Changes in the gas quality are evident. Based on these
changes, a correction factor is derived for the Muon Alcove data which is the
ratio of the horn off signal in a particular data set to the 150cm data set. It
is shown Section 3.3.1 that the ratios between alcoves are accurate.
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be fairly stable in signal level, indicating that the impurity problem has been

reduced. To correct some of the earlier horn current scan data, we note that

the data taken with the horns off should provide a “standard candle,” thus

allowing older data collected at higher impurity level to be scaled down to the

signal level seen in the most recent data sets at the lower impurity levels. All

other corrections ( beam conditions, pressure, temperature) have been applied.

These values form the basis for the gas quality correction factors, shown in

the last column of Table 3.5. This correction is ∼ 4% in the first two alcoves,

but is ∼ 30% in Alcove 3 due to the now-fixed leak. Table 3.5 lists the signal

levels at zero horn current after the previously discussed corrections have been

applied in each of the monitors during each of the scans, which are used to

develop the correction factors in Table 3.5.

3.4.2 Summary

The corrections for pressure, temperature, non-linearity, proton beam position

and gas quality discussed in this chapter and listed in Tables 3.1, 3.4 and 3.5

are applied to the horn scans shown in Figures 3.25 through 3.27. The fully-

corrected horn scans, are shown in Figures 3.29 through 3.31. The uncertainty

on the data points is the sum in quadrature of the errors associated with the

corrections applied to the data and the RMS scatter in the signals from the

individual beam spills comprising each point. Close inspection of Figures 3.29

through 3.31 shows very good agreement between the two LE250 horn scans

is achieved after corrections are applied. Because the two LE250 data sets

were taken under very different ambient and beam conditions, this agreement

supports the accuracy of the correction procedures.
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Figure 3.29: Corrected signal from Muon Monitor 1 plotted as a function of
the current in the horn during several study periods. Each scan was performed
under different beam and chamber conditions. The data are the same as in
Figure 3.25, but the corrections for ambient pressure, temperature, linearity,
beam position, and gas quality discussed herein are applied to the data.
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Figure 3.30: Corrected signal from Muon Monitor 2 plotted as a function of
the current in the horn during several study periods. Each scan was performed
under different beam and chamber conditions. The data are the same as in
Figure 3.26, but the corrections for ambient pressure, temperature, linearity,
beam position, and gas quality discussed herein are applied to the data.
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Figure 3.31: Corrected signal from Muon Monitor 3 plotted as a function of
the current in the horn during several study periods. Each scan was performed
under different beam and chamber conditions. The data are the same as in
Figure 3.27, but the corrections for ambient pressure, temperature, linearity,
beam position, and gas quality discussed herein are applied to the data.
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These horn scan data can be compared to Monte Carlo calculations of

the muon flux at the muon monitors. This comparison will be made in the

following chapters.
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Chapter 4

Neutrino and Muon Flux

Calculation and Uncertainty

The present chapter describes a calculation of the neutrino flux produced by

the NuMI beamline. Analytic relationships, external experimental data and

theoretical models of physical processes are used as inputs to the calculation.

As it will be seen, it is not essential that each of these inputs are known

very precisely. Instead, it will be possible to constrain directly the calculation

using data from the NuMI muon beam flux. Because the same calculation

yields both the muon and neutrino flux in π → µνµ and K → µνµ decays,

the experimental constraint on the muon flux will, in Chapters 5 and 6, be

utilized to obtain a neutrino flux. In this chapter, we limit our discussion to

the details of the muon and neutrino flux calculation.

Calculating the neutrino and muon flux from the NuMI beam involves

several steps. First, the spectrum of particles produced in proton-carbon col-

lisions in the target must be known. Each particle must then be tracked

132



through the focusing horns and decay volume. Care must be taken to account

for secondary interactions of mesons with beamline components and scatter-

ing of particles within beamline material. The decay of pions and kaons must

be performed and the muons from the decays must be tracked through the

hadron absorber and muon region. The calculation involves integration over

all of these steps. This is accomplished via a Monte Carlo simulation algorithm

which tracks particles from production to decay through the NuMI beamline.

This chapter describes the Monte Carlo production and tracking of par-

ent mesons along the beamline is described as well as the decay of those mesons

which leads to muons in the muon monitors and neutrinos at the MINOS Near

Detector. The results of Monte Carlo studies of the uncertainties in the neu-

trino flux at the MINOS Detector from uncertainties in particle production

and tracking are also described.

4.1 Monte Carlo Simulation of the Beamline

In order to predict the fluxes from the NuMI beamline several different Monte

Carlo (MC) simulation codes have been developed. Each implements a more

detailed geometric representation of the NuMI beamline and each uses differ-

ent physics models to simulate interaction and tracking of particles along the

beamline.

For the analysis described in this thesis, the simulation of pion and kaon

parents off of the NuMI target is performed using Fluka05 particle production

models [52]. The subsequent tracking through the beamline into the decay

volume is done with a Geant3 [53] based Monte Carlo called GNUMI. The

tracking of muons starting at the upstream face of the hadron absorber through
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the muon filter is done with a Geant4 [29] based Monte Carlo of the NuMI

beamline called G4NUMI [25, 32].

Geant3(4) provides Fortran(C++) based computer software tools for

describing the geometry of the experimental setup as well as for tracking par-

ticles through the geometry. The level of detail and thus presumably accuracy

with which beamline components are simulated can be potentially significant.

For example, interactions of particles within material along the beamline can

cause particles to scatter out of the angular acceptance of downstream de-

tectors. A detailed geometry of the NuMI target is implemented in Fluka.

The NuMI horns, beamline shielding and decay volume are represented in

Geant3. A detailed representation of the hadron absorber and muon filter

is implemented in Geant4. The Monte Carlo tracks particles one at a time

through all beamline components. The tracking of particles is a discrete pro-

cess performed in small enough steps that it is approximately continuous. The

simulation determines the distance that each particle takes by calculating the

mean-free-path for each physics process a particle may undergo based the cur-

rent geometric and material attributes of the environment. The physics process

with the smallest mean free path is chosen to occur. If after the physics pro-

cess occurs, the particle still exists, e.g. it did not decay, become absorbed,

etc., it is transported the distance of the mean free path and the process of

determining the new mean-free-path, etc., is repeated.

The Monte Carlo is an idealized representation of the beamline ge-

ometry and functioning. As such, a number of approximations are made in

developing a Monte Carlo simulation of the data set for this analysis. First,

in the Monte Carlo the target system, horns and proton beam are collinear

and the proton beam always impinges directly on the center of the target and
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has a fixed transverse size. During normal operation of the NuMI beam the

position of the proton beam on the target and the size of the proton beam

at the target are typically very stable as discussed in Section 2.1.5 and but

small variations do occur as shown in Section 3.3. The procedure for align-

ing the target-baffle system, as discussed in Appendix B, is precise to within

±0.5 mm. Also discussed in this appendix and in Section 3.4.1 is that pro-

tons interacting nearest the edge of the target produce higher energy mesons

leading to higher energy neutrino and muon fluxes and protons interacting in

the baffle also have a similar effect. Secondly, in the Monte Carlo, the current

in the horns is fixed while in reality the measured current sent through the

horns has a 1% uncertainty [25] and also undergoes temporal variations as

described in Section 3.3. Third, the distribution of current within the horn

conductors is not precisely known since it is expected that the skin depth of

current penetration into the conductors is on the same order as the thickness

of the conductors [25].

The uncertainty on the flux resulting from these effects has been sys-

tematically studied by varying each of beamline properties in Monte Carlo [25].

Figures 4.1 through 4.3 show the resulting uncertainty on the neutrino spec-

trum in the MINOS Detector (ND), coming from each of the systematic effects

listed in the legend. This is also the uncertainty on the neutrino flux at the

detector since the parameters listed in the figure effect only the flux and not

neutrino interactions in the detector. The “Total error” is the sum in quadra-

ture of the individual effects listed.

The uncertainty from knowledge of meson production off of the target

is not included in this particular study. In the next section, this uncertainty

is discussed. The uncertainty from meson production exceeds all of the other
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Figure 4.1: The error on the neutrino energy spectrum and neutrino flux at
the MINOS Detector(ND) due to the beamline uncertainties listed for the
LE010/185kA beam. The “Total error” is the sum in quadrature of the sys-
tematic effect listed. Note that uncertainty from hadron production is not
included. [25]
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Figure 4.2: The error on the neutrino energy spectrum and neutrino flux at
the MINOS Detector(ND) due to the beamline uncertainties listed for the
LE100/200kA beam. The “Total error” is the sum in quadrature of the sys-
tematic effect listed. Note that uncertainty from hadron production is not
included. [25]
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Figure 4.3: The error on the neutrino energy spectrum and neutrino flux at
the MINOS Detector(ND) due to the beamline uncertainties listed for the
LE250/200kA beam. The “Total error” is the sum in quadrature of the sys-
tematic effect listed. Note that uncertainty from hadron production is not
included. [25]
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beamline uncertainties shown in this section by a factor of ∼3-4.

4.2 Meson Production in Nuclear Targets

The neutrino and muon fluxes come from the decay of pion and kaon mesons

produced in p+C collisions within the NuMI target. Predicting the neutrino

and muon fluxes requires knowledge of the underlying production of mesons

off of the target. Numerous experiments have been performed which specifi-

cally studied particle production in nuclear targets [54, 55, 56, 57, 58]. For a

variety of reasons, none are directly applicable to the NuMI beam.1 In some

cases, experiments only measure the production of mesons at discrete points in

(pT , pz) space and do not cover the full production spectra of pions and kaons

relevant for production from the NuMI target. Figure 4.4 shows the transverse

pT vs. longitudinal pz momentum of π+ that contribute neutrinos in the MI-

NOS Detector for the LE010/185kA and LE250/200kA beam configurations.

The overlaid points, which represent hadron production measurements made

by the experiments listed in the figure, sparsely cover the phase space of the

NuMI beam.

Furthermore, none of these experiments were performed at pbeam =

120 GeV/c on a graphite target, requiring scaling in beam energy and target

nucleus. Further discussion of these effects can be found in Ref [25]. Sig-

nificantly, the experiments also used thin targets which were less than 1/5th

of an interaction length long compared to the NuMI target at 2 interaction

lengths. This is important because reinteractions of particles reduce the en-

1The only experiment that is directly relevant for NuMI is the MIPP experiment [59]
which made hadron production measurements from a NuMI target. However, these mea-
surements were not available at the time of this analysis and thus were not used.
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ergy of mesons that escape the target thus reducing the energy of the neutrino

and muon flux. A Monte Carlo study using the Fluka [52] particle production

models predicts that ∼ 30% of π+ with momentum above 5 GeV come from

reinteractions within the NuMI target [25].

The data from hadron production experiments are used to develop em-

pirical models of hadron production used in Monte Carlo simulations [60, 52,

61, 53, 29]. These models simulate the interaction cascade of particles, thus

accounting for reinteractions within long targets. However, simulations of in-

teractions within the NuMI target using several of these models shows that

they vary significantly in their predictions of meson production. As shown in

Figure 4.5, the predicted pT distribution of particles off of the target varies

with the cascade model. This is significant since the NuMI horns preferentially

select those particles with 〈pT 〉 ∼ 250MeV/c.

Alternatively, the data from hadron production experiments are param-

eterized analytically in terms of the phase space variables pT and xF [62, 63].

Note that xF = 2p∗z/
√
s is the Feynman scaling variable [64], where p∗z and

√
s are the longitudinal momentum of the produced particle and the total en-

ergy, both in the center of momentum frame. Such parameterizations allow

particle production to be quantitatively described in the most simple way pos-

sible and allow data collected with different initial proton beam momenta to

be compared. Under two conditions, the produced particle is ultrarelativisic,

E ≫ m, and it’s divergence is very small, pz ≫ pT , the Feynman scaling

variable can be expressed as xF ≃ pz/p0, where p0 is the momentum of the

incident proton [65, 66]. Both of these conditions hold for pions and kaons

contributing to the NuMI neutrino and muon beam, thus when referring to

meson production off of the NuMI hadron production target xF and pz will
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be used interchangeably with the implicit relation xF = pz/120GeV for the

NuMI beam.

The MINOS Monte Carlo simulation of particle interactions in the

NuMI target implements Fluka05 [52] particle production models. Figures 4.6

and 4.7 show the Fluka prediction of the yield, d2N/dpTdxF , of π
+, π−, K+

and K− out of the NuMI target as a function of their transverse momentum,

pT , for specific values of xF . These Fluka05 yields can also be parameterized

in terms of pT and xF similarly to Ref. [62] as [25]:

d2N

dxFdpT
= [A(xF ) + B(xF )pT ]× exp(−C(xF )p3/2T ) (4.1)

This parameterization corresponds to the black curves in Figures 4.6

and Figures 4.7, where each xF curve has a fitted set of {A,B,C} constants.

A description of how these constants vary as a function of xF is given by [25]:

A(xF ) = a1 × (1− xF )
a2 × (1 + a3xF )× x−a4

F

B(xF ) = b1 × (1− xF )
b2 × (1 + b3xF )× x−b4

F

C(xF ) =







c1/x
c2
F + c3 if xF < 0.22

c1/e
(xF−c3)c2 + c4xF + c5 otherwise

(4.2)

where the a’s, b’s and c’s are found by plotting the constants A, B, and C

as a function of xF and fitting to the resulting curve. π+, π−, K+ and K−

are fit separately. This procedure is outlined in detail in Ref [25]. Later, in

Section 5.4, these functions, A(xF ), B(xF ), and C(xF ) will be modified to fit

muon flux Monte Carlo to muon flux data.

Figures 4.8 shows the ratio of the yield of K+ mesons to π+ mesons
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Figure 4.6: The yield of π+ and K+ from the NuMI target as a function of pT
in several xF slices using FLUKA hadron production model (black dots). The
black solid line is a fit to a particular xF slice using Equation 4.1 and red line
is the overall parameterization using Equation 4.2 [25].
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Figure 4.7: The yield of π− and K− from the NuMI target as a function of pT
in several xF slices using FLUKA hadron production model (black dots). The
black solid line is a fit to a particular xF slice using Equation 4.1 and red line
is the overall parameterization using Equation 4.2 [25].
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predicted by Fluka05. Also shown is the K+/π+ ratio from other particle

cascade models. It is seen that these models consistently predict this ratio

within ∼10%. As a result, while all of the models may vary significantly in

individual π and K yields, the ratio K+/π+ seems to be consistent. We will

use this ratio as a constraint when use the muon monitors to infer the neutrino

flux.

Figure 4.9 shows the ratio of the yield of π+ mesons to π− mesons

predicted by Fluka05. Also shown are data from proton-carbon interactions

from the NA49 particle production experiment. The ratios differ significantly.

The NA49 experiment did use a ∼1 cm length target, corresponding to 1.5%

of an interaction length. However, a Monte Carlo study of Fluka05 particle

yields in a 2 cm graphite target showed that the predicted K+/π− ratio was

within 5% of the predicted ratio using the 1 m long NuMI target. Thus, the

NA49 data is used to constrain the Monte Carlo models.

Figure 4.9 also demonstrates how particle production data sets do not

cover the full (pT , pz) production spectra of pions and kaons relevant for pro-

duction from the NuMI beam. The NA49 data cover up to xF = 0.5, cor-

responding to pz = 60 GeV for the 120 GeV proton beam energy for NuMI.

Thus, in order to utilize this data they must be extrapolated to higher pz. The

curves are polynomial fits to the NA49 data which will be used when fitting

for the flux in Chapters 5 and 6.

4.3 Meson Decay to Neutrinos and Muons

The decays that predominantly produce muon flavor neutrinos are π± → µ+νµ

and K± → µ+ νµ. In this section, the kinematics of these decays relevant for
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daughters in the center of momentum frame are all defined in the diagram. [26]

predicting muon and neutrino fluxes from the beamline is reviewed.

Figure 4.10 shows a schematic of a meson decay in the lab and center

of momentum frames. The four-momenta (E,
−→
P ) of the parent meson, (Eµ +

pν ,
−→p µ +

−→p ν) of the daughter muon and neutrino in the lab frame, and (E ′

µ +

p′ν , 0) of the daughters in the center of momentum frame are all defined in the

figure.

Conservation of momentum requires that the two daughters be emit-

ted back-to-back with a fixed momentum in the center of momentum frame.

Conservation of energy gives the momentum of either as:

p′ =
M

2

(

1−
m2

µ

M2

)

(4.3)

where M is the mass of the π or K parent and mµ is the muon mass. For

π (K) decay, this gives a momentum of p′ = 29.8 MeV (235.6 MeV) for
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both the muon and the neutrino. For neutrinos, E ′ = p′ and for the muons,

E ′

µ =
√

(p′)2 +m2
µ = 109 MeV (258 MeV) in pion (kaon) decays.

The daughter momenta in the lab are given by the Lorentz transforma-

tion:

E = γ(E ′ + βp′z) (4.4)

pz = γ(p′z + βE ′) (4.5)

pT = p′T (4.6)

where γ = E/M is the boost factor, β = (1 − 1/γ2)1/2 is the velocity of the

center of momentum frame with respect to the lab frame, and E and M are

the energy of the parent meson in the lab and its mass, respectively.

A relation between the angles θ′ and θ is found by substituting the

relations pT = p sin θ, pz = p cos θ, p′T = p′ sin θ′ and p′z = p′ cos θ′ into the

ratio of Equations 4.5 and 4.6, giving

γ tan θ =
sin θ′

cos θ′ + (β/β′)
(4.7)

where β′ = p′/E ′ is the daughter velocity in the CM frame. For the neutrino

β′ = 1 allowing this equation to be solved for θ′ giving

cosθ′ ≈ 1− γ2tan2θν
1 + γ2tan2θν

(4.8)

where it is assumed that the parent, π or K, is very relativistic so the approx-

imation β ≈ 1 can be made. For the case of the NuMI beam which produces

pions and kaons with energies of GeV, this is a good approximation for for

all relevant pions and for kaons with EK &4 GeV.
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The neutrino energy in the lab can then be found from Equations 4.4,

4.3 and 4.8 giving

Eν ≈ 2γp′

1 + γ2 tan2 θν
=

(

1− m2
µ

M2

)

E

1 + γ2 tan2 θν
(4.9)

In general the angular distribution of daughters is

dP

dΩ
=
dP

dΩ′

dΩ′

dΩ
=
dP

dΩ′

dθ′

dθ

sinθ′

sinθ
(4.10)

Since pions and kaons are spin zero, the angular distribution of daughters in

the center of momentum frame is isotropic

dP

dΩ′
=

1

4π
(4.11)

Using this and Equation 4.8 gives the neutrino distribution

dP

dΩν

≈ 1

4π

4γ2(1 + tan2θν)
3/2

(1 + γ2tan2θν)2
(4.12)

Equations 4.9 and 4.12 can then be used to decay the pions and kaons

in the decay volume to produce neutrinos that intercept the MINOS detector.

A randomized decay in Monte Carlo simulation can produce a neutrino at an

angle outside of the solid angle of the MINOS detector. This makes it ineffi-

cient to randomly decay the mesons in the Monte Carlo simulation. Instead

the mesons are forced to decay such that the neutrino intercepts the MINOS

detector. A probability is assigned to the particular decay using Equation 4.12

and the neutrino energy is then assigned by Equation 4.9.

Because β′ for muons is 0.27 or 0.91 in π and K decays respectively,
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Equation 4.8 does not provide a straightforward analytic solution in terms of

θµ. Also, because muons will be affected by multiple scattering in the rock

and the muon monitors are pixelated, it is most efficient to determine the

probability that a decay will produce a muon that intercepts the end of the

decay volume. As such the probability that a decay of will lead to a muon at

the end of the decay volume is performed by numerical integration as

∫

dP

dΩ′
dΩ′ ≈

N
∑

i=1

dP

dΩ′
∆Ω′

i = 1. (4.13)

Each meson is decayed N times, where N can be chosen to accurately sample

the distribution but also limit computing resources. θ′µ is randomly sampled

from 0 to π rad and Equation 4.7 is used to compute the corresponding lab

angle, θµ. The probability that the muon will intercept the end of the de-

cay volume is calculated and assigned to each muon. Further details of the

implementation can be found in [25].

Two important results are found upon examination of the vector trans-

formation of the momenta from the center of momentum frame into the lab

frame. First, muons are more forward boosted than the neutrinos in meson

decay in flight. Second, the muon monitors have good acceptance to muons

from pion decay, but less acceptance to muons from kaons. The basic vector

relation

p′2 = p′2T + p′2z (4.14)

says that the momentum vectors in the center of momentum lie on a circle

as shown in Figure 4.11. The corresponding relation in the lab is found by
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Figure 4.11: The Lorentz transformation of a neutrino and muon momentum
vector from the center of momentum frame to the lab frame. In the center
of momentum frame the momentum may lie anywhere on a circle whereas in
the lab it lies on an ellipse (Equation 4.15). For β ≈ 1 parents as sketched
above, the neutrino ellipse intercepts the origin and the muon mass causes
the the muon ellipse to be more forward boosted. This diagram represents
the decay π → µν and so the muon energy in the lab always larger than the
neutrino energy. However, for K → µν decays the neutrino and muon ellipses
overlap. [26]

substitution of Equations 4.5 and 4.6, giving:

(pz − βγE ′)2

γ2p′2
+
p2T
p′2

= 1 (4.15)

which is the equation of an ellipse in the lab centered at pz = γβE ′ with semi-

major and semi-minor axes of γp′ and p′, respectively. Pions with momenta

&1 GeV and kaons &4 GeV are very relativistic so the approximation β ≈ 1

can be made. For neutrinos E ′ = p′, so the ellipse approximately intercepts

the origin as in Figure 4.11. However, the large muon mass shifts the ellipse

to the right.

The maximum and minimum momentum occur when the neutrino or

muon is emitted at θ′ = 0 and 180◦. Figure 4.11 shows that, for the neutrino,
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this corresponds to 0 to 2γp′ which is 0.43Eπ for pion parents and 0.96EK for

kaon parents.

The energy distribution of neutrinos (βν = 1) in the lab is a constant

as can be shown by the chain rule,

dP

dEν

=
dP

dΩν

dΩν

dEν

(4.16)

and the constant is found to be

dP

dEν

=
1

(

1− m2
µ

M2

)

Em

(4.17)

where
0 < Eν < 0.43Eπ for π → µν

0 < Eν < 0.96EK for K → µν

This implies that the muon energy distribution must also be constant and

equal to the neutrino distribution, and by energy conservation in the lab

dP

dEµ

=
1

(

1− m2
µ

M2

)

Em

(4.18)

where
0.57 < Eµ < Eπ for π → µν

0.04 < Eµ < EK for K → µν

This is demonstrated in Figure 4.12. This is an important fact because it says

that, although a muon from a 4 GeV pion which produces a forward going

neutrino that intercepts the MINOS detector will not have enough energy to

penetrate the shielding and intercept the muon monitors, there are just as

many decays in which a 4 GeV pion produces a forward going muon that can
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Figure 4.12: The energy distribution of the muon(dashed line) and neu-
trino(solid line) in meson decays with γ = 200. (a) π → µν (b) K → µν. [25]
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intercept the monitors.

Furthermore, from Figure 4.11 it is evident that there exists a maximum

angle that the neutrino and muon may diverge from the parent direction. This

occurs when the momentum vector in the lab is tangent to the lab ellipse. From

the figure it can be seen that this maximum angle for the neutrino is π/2. The

equation defining this angle is

γ2 tan2 θmax =
(β′)2

β2 − (β′)2
(4.19)

which gives for the muon, again taking β=1,

θmax =







0.28/γ for the µ from π → µν

2.2/γ for the µ from K → µν
(4.20)

This means that the muon is more forward boosted than the neutrino,

as demonstrated in Figure 4.13. Furthermore, muons from kaons are emitted

at significantly larger angles than muons from pions. Given that, in the worst

case scenario, the solid angle of the monitors from the upstream end of the

decay pipe is ∼1.5 mrad compared to the 10 mrad and 270 mrad maximum

divergence of muons from pions and kaons, respectively, the muon monitors

have good acceptance to muons from pions, but less acceptance to muons from

kaons. This is confirmed in Figures 4.14-4.16 which show the distribution of

momenta of µ± arriving in Alcove 1 in the horn off (top left), LE10/185kA

(top right), LE100/200kA (bottom left) and LE250/200kA (bottom right)

beam configurations from pions and kaons parents. In all cases, muons from

kaons are a small contribution.

Figure 4.17 shows the momentum distribution of muons in various
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Figure 4.13: The angular distribution in the lab frame of the (a) neutrinos
and (b) muons from the decay of pions with boosts of γ=25, 50 and 100. The
muon angular distribution has a hard edge corresponding to the maximum
angle given by Equation 4.19. The maximum angle that the neutrino may be
emitted with respect to the pion is π/2 rad. The most probable angle for the
muon to be emitted with respect to the pion with a given boost is always less
than that for the neutrino, thus the muon is more forward boosted. [25]
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Figure 4.14: Distribution of momenta of µ± arriving in Alcove 1 in the
horn off (top left), LE10/185kA (top right), LE100/200kA (bottom left) and
LE250/200kA (bottom right) beam configurations. The spectra by parent
type are also shown.
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Figure 4.15: Distribution of momenta of µ± arriving in Alcove 2 in the
horn off (top left), LE10/185kA (top right), LE100/200kA (bottom left) and
LE250/200kA (bottom right) beam configurations. The spectra by parent
type are also shown.
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Figure 4.16: Distribution of momenta of µ± arriving in Alcove 3 in the
horn off (top left), LE10/185kA (top right), LE100/200kA (bottom left) and
LE250/200kA (bottom right) beam configurations. The spectra by parent
type are also shown.
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Figure 4.17: Distribution of momenta of muons (µ+ and µ−) in the horn
off (top left), LE10/185kA (top right), LE100/200kA (bottom left) and
LE250/200kA (bottom right) beam configurations. Shown are the distribution
of muons created at any angle and anywhere in the decay pipe, the distribution
of those muons arriving at the end of the decay pipe (upstream of the hadron
absorber, and in each of the 3 alcoves.
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beam configurations such as the horn off, LE10/185kA, LE100/200kA and

LE250/200kA. These graphs confirm that the rock imposes energy thresholds

for muons to reach each muon monitor. The uppermost curve in each figure

shows the momentum distribution of all muons produced in meson decays in

the NuMI decay pipe(volume). The curve labeled “EODP” (end of the decay

pipe) shows the distribution of these muons emitted at sufficiently small an-

gles to reach the end of the decay pipe. The curves labeled by Alcoves 1-3

represent the subset of the EODP muons that penetrate the rock and shielding

to reach the monitors. These last three curves employ a Monte Carlo simula-

tion of muons traversing the shielding and rock which is described in the next

section.

4.4 Muons in the Muon Monitors

4.4.1 Simulation of Hadron Absorber and Muon Filter

A diagram of the downstream region of the NuMI beamline which includes

the hadron absorber and muon monitor alcoves is shown in Figure 2.8. As

mentioned previously, the muon monitors sit in the muon alcoves downstream

of the hadron absorber and measure the flux of muons produced along with

the neutrinos in meson decay. In order to predict the muon flux reaching

the muon monitors an accurate geometrical description of the NuMI hadron

absorber and the muon filter is implemented in the Geant4 based Monte Carlo.

The probability for a given muon to penetrate the absorber and sub-

sequent rock to intercept the muon monitors is highly dependent upon the

type of material as well as the amount of material traversed by the muon.
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The development of the MC involves understanding the precise locations and

material composition of the components of the hadron absorber and muon

alcoves. This work was performed in Ref [32] but is summarized here.

A diagram of the hadron absorber geometry in the Monte Carlo is shown

in Figure 2.7. The hadron absorber is a 18×18.5×28 ft3 box composed of alu-

minum, steel and concrete blocks2. There are three layers of blocks extending

radially outward from the centerline.

The inner most layer, the inner core, is composed of 8 aluminum and 10

steel blocks with dimensions 0.51×0.51×15.6 ft3 centered on the centerline of

the beam. The blocks are aluminum and iron alloys which each contain ∼2%

by weight impurities of at least 5 other elements. The blocks were chosen such

that there is very little variation in the density between the 8 aluminum and,

separately, the 10 steel blocks. Water cooling pipes run through longitudinal

channels drilled into the inner core blocks.

There is an outer core layer of 0.52×0.52×26 ft3 steel blocks surrounding

the inner core on all sides. These blocks are made from reclaimed steel and

iron and the tolerances in manufacturing were not stringent contributing to

uncertainty of∼0.16 g/cm3 in the density and up to 1.2 cm variations in surface

flatness. These variations allow gaps between adjacent blocks. Furthermore a

vertical gap of 1.5 cm exists between the inner and outer core blocks in which

steel slabs of the same thickness were inserted. However, the extent of these

slabs is uncertain a may allow for a void where muons may pass unimpeded

by matter. The upper right muon monitor beam profile of Figure 3.14 may

show indications of the gaps by the slightly higher signals on either side of the

center. The outermost layer is composed of various sized reinforced concrete

2The dimensions are given as horizontal×vertical×longitudinal as seen by the beam.
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blocks which are modeled as one 3×15×21 ft3 reinforced slab placed on all

sides and on the downstream end rotated at 90◦ of the core. More details of

the hadron absorber material and construction and associated uncertainties

can be found in Ref. [32].

The composition and dimensions of the rock between the muon alcoves

is particularly difficult to understand. From geological surveys, it is known that

the rock at the level of the muon alcoves is Dolomite and Maquoketa Shale. A

core sample of the rock at several subterranean levels on the Fermilab site was

taken very near the location of the of the muon alcoves. From this sample,

the density of the rock was found to be 2.78±0.04 g/cm3. But the analysis of

the samples was performed some time after they were drilled and the water

content in these samples may not reflect the actual water content in the rock.

Furthermore, the longitudinal distance of rock between muon alcoves 1 and 2

is 11.7±0.027 m and between 2 and 3 is 18.1±0.15 m, however there is added

uncertainty in these numbers due to the fact that there is a ∼10 cm layer of

Shotcrete, concrete sprayed through a hose high velocity, on the upstream and

downstream faces of the alcoves. More details can be found in Ref. [32].

This geometry and material composition information used to simulate

the hadron absorber and muon filter. As discussed in Section 4.3 pions and

kaons are decayed producing muons and the muons are traced to the end of the

decay volume. The list of muons at the end of the decay volume is input into

the Geant4 Monte Carlo. The muons are tracked through the hadron absorber

and muon filter by Geant4, losing energy and ranging out in the filter.

Figure 4.18 shows the efficiency for muons to reach each muon monitor

from the end of the decay pipe as a function of muon momentum at the end

of the decay pipe. The Monte Carlo predicts the thresholds for muons to
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Figure 4.18: The efficiency for muons starting at the downstream end of the
decay volume just before the hadron absorber to reach Muon Monitors 1, 2,
and 3 as a function of the muon momentum at the end of the decay pipe. It
can be seen that the threshold for for muons to reach alcove 1, 2 and 3 are 4.2,
11, and 21 GeV/c, respectively. Because the active area of a monitor is just
under 10% of the total 2.2m×2.2m area of the monitor array, the maximum
efficiency is ∼0.1.
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reach alcove 1, 2 and 3 are 4.2, 11, and 21 GeV/c, respectively, as shown

in Figure 4.18. The active area of a monitor is just under 10% of the total

2.2m×2.2m area of the monitor array. Thus the maximum efficiency is near

0.1. The gray bands in Figure 4.18 show how the efficiency changes if when

increasing and decreasing the amount of rock between the muon alcoves, the

density of the rock and the density of the absorber outer core blocks by the

uncertainty in these values as discussed above.

4.4.2 Ionization by Muons

As muons are transported through the rock and air surrounding the muon

monitors they undergo physics processes as determined by Geant4. One of

those physics processes is energy loss through the production of δ-ray elec-

trons3. Muon Monitor 1 is directly downstream of the absorber with a 7 m

air gap between the absorber and the monitor. Muon Monitors 2 and 3 are

directly downstream of several meters of rock with a 1.3 m air gap separating

the upstream rock and each monitor. δ-rays produced in the rock and the

surrounding air can penetrate the monitor and ionize the helium gas within.

Furthermore, interactions of the muon and δ-rays with the monitor itself can

produce δ-rays which ionize the helium gas within the chambers contributing

to the ionization signal measured by the muon monitors.

The simulation of δ-ray production and subsequent ionization was done

using a Geant4 biased Monte Carlo with simplified geometry. This Monte

Carlo simulates the 9 aluminum tubes of a muon monitor, as shown in Fig-

ure 3.1, as well as the parallel plates of each of the 81 individual ion chambers.

3A δ-ray or knock-on electron is an electron liberated from an atom in the medium by
the ionizing muon which carries enough energy to itself intercept the monitor chambers
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The simulation tracks muons with energies ranging from ∼200 MeV

to 120 GeV through 0.5 meters of Dolomite rock4 and into the muon alcove.

Downstream of the rock is 7 m or 1.3 m of air for alcove 1 and alcoves 2 and 3

respectively after which the monitor is located. δ-rays that are produced in the

material and air surrounding the monitors are classified as “external” δ-rays.

Those that are produced in the material of the monitor itself are classified

as “internal” δ-rays. Those external δ-rays that intercept the muon monitor

tubes and ionization chamber plates can also produce δ-rays. If a δ-ray passes

through a chamber gap it can ionize the helium gas and thus contribute to the

ionization signal from the muon monitors.

The top plot of Figure 4.19 shows the energy deposited by external δ-

rays in the helium gas of all chambers for a sample of muons with initial energy

of 5 GeV. The spread of energy depositions is large, ranging from 0 to 10 keV.

There is a large number of muons that do not produce external δ-rays, hence,

the large number of entries at 0 keV. Also contributing to the entries near 0

keV are δ-rays which intercept a chamber but do not deposit energy in the

helium. For each initial muon energy, the average of this plot is computed and

the average external energy deposition per muon is plotted as a function of the

initial muon momentum as shown in the lower left plot of Figure 4.19. Because

of the different amounts of air in front of Alcove 1 as compared to Alcoves 2

and 3, two separate curves are computed. The result of the larger 7 m air gap

in front of Alcove 1 results in significantly less δ-rays reaching Muon Monitor 1

as compared to Muon Monitors 2 and 3 due to δ-rays ranging out in the air. A

similar plot is made for the internal δ-rays. The lower right plot of Figure 4.19

4This is thought to be the the amount of rock necessary to produce δ-rays which can
escape the rock and intercept the monitors. All δ-rays produced behind more rock will range
out in the rock.
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Figure 4.19: Top: Energy deposition from external δ-rays produced from a
set of muons which had an initial energy of 5 GeV. Bottom Left: The aver-
age external δ-ray energy deposition per muon as a function of initial muon
momentum. Bottom Right: The average internal δ-ray energy deposition per
muon as a function of muon momentum at the monitor.
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Figure 4.20: A Monte-Carlo simulation of the average energy deposition per
muon in the helium in the muon monitor chambers as a function of the muon
momentum. The energy deposition goes like Bethe-Bloch.
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shows the average internal δ-ray energy deposition per muon as a function of

the muon momentum at the monitor. Since the monitors are constructed of

identical materials only one curve is needed to describe the energy deposition

in all three monitors from internal δ-rays.

The above results for energy deposition by δ-rays may be compared to

the energy deposition of muons in the helium gas, shown in Figure 4.20. As

expected the average energy deposition of muons in the helium gas goes like

Bethe-Bloch. When summed over all of the muons that reach each alcove at

the various target positions and horn currents the Monte Carlo predicts that

the delta rays can contribute as much as ∼30% of the muon monitor signal.

4.4.3 Cross Check of Absorber Backgrounds

In Section 3.2, we discussed measurements of backgrounds in the muon moni-

tors arising from hadrons impinging upon the hadron absorber creating muons

and neutrons which can intercept the muon monitors. These are largely unre-

acted protons but also other hadrons which include undecayed pions and kaons

which survive the 675 m length of the decay pipe and hadrons generated in

tertiary particle interactions along the beam line also impact the absorber.

For 4 GeV pions(kaons), 5%(0%) are expected to survive the length of the

decay pipe. However, for higher energy mesons, as are dominant in the higher

energy beam configurations, a larger percentage will survive.

Because of the large energy and multiplicity of the e−2 = 13.5% of

protons which traverse the target and reach the hadron absorber, and because

of the close proximity of the dump to the muon monitors, it may be imagined

that protons arriving at the absorber are the dominant source of backgrounds
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in the muon monitors arising from the absorber. A Monte Carlo study was

performed to verify this assumption.

Using the simulation of the NuMI beamline, which uses Fluka05 models

for meson production in the NuMI target, the total energy deposited in the

hadron absorber by beam hadrons was simulated. Figure 4.21 shows the total

kinetic energy of particles impacting the hadron absorber as a function of the

current in the horns for the LE010, LE100 and LE250 beams. The solid curve

is the contribution from protons that escape the target without interacting.

Since uninteracted protons largely pass through the necks of the horns they

are unaffected by the horn current. This contribution is dependent only upon

the interaction length of the carbon-graphite beam target. Thus, this contri-

bution is the same across all beam configurations. The energy deposited by

uninteracted protons indicates that 9% of the total primary protons survived

to the hadron absorber. This is 4.5% less than the naive 13.5% from consid-

eration of only the interaction length of protons in the target as is assumed in

Section 3.2. 3% of the difference is accounted for by the multiple scattering of

the uninteracted protons in the target. This results in a transverse angle at

the end of the target which is larger than the solid angle to reach the end of the

decay pipe. The remaining difference is easily accounted for by interactions of

the uninteracted protons in the decay pipe windows.

The dotted/dashed lines are the energy contribution from all other

hadrons impacting the Hadron Absorber. Such hadrons include, protons and

neutrons from tertiary interactions of particles along the beam line as well

as undecayed pions and kaons which survive the 675 m length of the decay

pipe. This contribution is dependent on the beam configurations since these

particles or the parents of these particles likely experience horn focusing. Un-
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Figure 4.21: A Monte-Carlo simulation of the total kinetic energy of particles
impacting the Hadron Absorber as a function of the current in the horns for
the LE010, LE100 and LE250 beams. The solid curve is the contribution from
protons that escape the target with out interacting. This contribution is the
same across all beam configurations. The dotted/dashed lines are the energy
contribution from all other hadrons impacting the Hadron Absorber.
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interacted protons are the largest contributors to the total energy deposition

in the hadron absorber. The energy deposition by other hadrons is at most

12% of the total energy deposition, which occurs in the LE250/200kA beam

configuration.

Because the dump backgrounds are in fact not a large contribution to

the muon monitor signal, we continue to use the measured backgrounds listed

in Table 3.1.

4.5 Summary

This chapter discussed the prediction of neutrino and muon fluxes and the

associated uncertainties. The largest uncertainty in the prediction of the flux

is the knowledge of meson production in nuclear targets as discussed in Sec-

tion 4.2. It was shown that different cascade models predict a different yield

π+ from the NuMI target as shown in Figure 4.5. As the beamline selects or

focuses only a portion of the pT spectrum of pions and kaons off of the tar-

get, it is not surprising that these variations translate to significantly different

neutrino spectra predictions in the MINOS Detector as shown in Figure 4.22.

MINOS Detector CC νµ events are shown in the solid curves. The Monte Carlo

spectrum produced using the Fluka05 model for meson production are the cen-

tral value of the bands. The bands are variations in the predicted spectrum

from other particle production models [53, 61]. There exists some discrepancy

between MINOS detector neutrino event data and the predicted spectrum us-

ing the Fluka05 particle production model. However, since the number of

events depends on neutrino cross sections as well as flux, it is unclear if the

discrepancy is due to uncertainty in the predicted flux or uncertainty in the
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cross section model. MINOS uses a procedure to fit for hadron production

that uses the MINOS neutrino event data which must utilize a cross section

model [25]. We will employ a similar procedure using the muon flux data

from the muon monitors to infer the neutrino flux which does not require the

use of neutrino cross sections.

The muon monitors have been shown to have good acceptance for the

muons produced along side the neutrinos in meson decay. Thus, the muon

monitors can be used to measure the muon flux and infer the neutrino flux

as is done in Chapter 5. This is accomplished by measuring the muon flux at

various target positions and horn currents in the muon monitors. Figures 4.23-

4.25 show the horn current data sets discussed in Chapter 3. Superimposed

is the muon flux prediction using Fluka05 meson production in the NuMI

target. The ionization scale of the muon monitors is taken to be 9.6 pC/107µ’s

as discussed in Section 3.1.1 and is used to convert the number of muons

reaching each monitor to pC in the Monte Carlo. The absorber backgrounds

discussed in Section 3.2 are included in the Monte Carlo prediction. The

error on the Monte Carlo is the variation in the predicted muon flux due to

the uncertainties in the hadron absorber and rock geometry and composition

described in Section 4.4.1. It is clear that the prediction does not agree with

data. Thus, a measurement of the flux will be obtained by fitting the Monte

Carlo prediction(curves) to data(points) by varying the parent pi+ Fluka05

production spectrum using the (pT , pz) parameterization in Equations 4.1 and

4.2. This is done in Chapter 5.
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Figure 4.23: The muon flux in Muon Monitor 1 for various target positions
and horn currents. The points are the data horn scans shown in Figure 3.29.
The curves are the Monte Carlo prediction using Fluka05 models for hadron
production in the NuMI target. The ionization scale of the muon monitors is
taken to be 9.6 pC/107µ’s as discussed in Section 3.1.1 and is used to convert
the number of muons reaching Muon Monitor 1 to pC in the Monte Carlo.
The absorber backgrounds discussed in Section 3.2 are included in the Monte
Carlo prediction. The error on the Monte Carlo is the variation in the predicted
muon flux due to the uncertainties in the hadron absorber and rock geometry
and composition described in Section 4.4.1.
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Figure 4.24: The muon flux in Muon Monitor 2 for various target positions
and horn currents. The points are the data horn scans shown in Figure 3.30.
The curves are the Monte Carlo prediction using Fluka05 models for hadron
production in the NuMI target. The ionization scale of the muon monitors is
taken to be 9.6 pC/107µ’s as discussed in Section 3.1.1 and is used to convert
the number of muons reaching Muon Monitor 2 to pC in the Monte Carlo.
The absorber backgrounds discussed in Section 3.2 are included in the Monte
Carlo prediction. The error on the Monte Carlo is the variation in the predicted
muon flux due to the uncertainties in the hadron absorber and rock geometry
and composition described in Section 4.4.1.
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Figure 4.25: The muon flux in Muon Monitor 3 for various target positions
and horn currents. The points are the data horn scans shown in Figure 3.31.
The curves are the Monte Carlo prediction using Fluka05 models for hadron
production in the NuMI target. The ionization scale of the muon monitors is
taken to be 9.6 pC/107µ’s as discussed in Section 3.1.1 and is used to convert
the number of muons reaching Muon Monitor 3 to pC in the Monte Carlo.
The absorber backgrounds discussed in Section 3.2 are included in the Monte
Carlo prediction. The error on the Monte Carlo is the variation in the predicted
muon flux due to the uncertainties in the hadron absorber and rock geometry
and composition described in Section 4.4.1.
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Chapter 5

Neutrino Flux Measurement

5.1 Introduction

In past experiments, muon monitors have been used to infer or constrain the

neutrino flux to the experiment [14, 15, 16, 17, 18, 19]. Past experiments have

benefited from 9-16 muon alcoves which can be used to perform integral flux

measurements, and the large number of alcoves permitted unfolding of the

threshold measurements into a differential distribution of muons, and hence

neutrinos. Furthermore, these preceding wide-band neutrino lines were rather

short (80-140 m long decay pipes) so that the muon monitors were close to

the target and could measure the lateral profile of muons; such is beneficial

to help constrain the energy spectrum because muons from pions are emitted

at smaller angles and large angle muons constrain the neutrinos from kaon

parents.

The NuMI beam has only three instrumented alcoves, and the thresh-

olds are higher than these past beam lines, especially for the low-energy beam
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configuration (the effective neutrino energy threshold of Muon Alcove 1 is ap-

proximately 1.6 GeV (Chapter 4)). Further, the NuMI decay pipe is quite

long, so the transverse or radial fall-off of the muon beam becomes rather flat

at their location 700-800 m from the target, especially in the low-energy beam

configuration.

Despite these limitations, the muon monitors, when studied in the vari-

ous configurations of the flexible NuMI beam [68], do have some sensitivity to

the neutrino flux. As will be discussed, measurements of muon fluxes in the

three alcoves at various target positions and horn currents can help to place

constraints on the (xF , pT ) of parent hadrons which lead to neutrinos in the

MINOS detector. Thus, the two variables of horn current and target posi-

tion provide somewhat independent constraints, much like the multiple muon

thresholds and muon radial distributions provided in past beam lines.

The present chapter utilizes Monte Carlo tools developed in Chapter 4

to calculate muon fluxes at the alcoves from meson decay-in-flight in the NuMI

decay tunnel. First, a weighting scheme was developed [25] to force mesons to

decay such that they produce a forward-going muon which exits the end of the

decay tunnel. Such a reweighting relies on the similar kinematic formulae uti-

lized in developing weights for neutrinos to arrive at the MINOS Near Detector.

Second, an accurate geometrical description of the NuMI beam absorber and

the dolomite rock was generated in the Geant-4 based g4numi Monte Carlo

[25, 32]. This geometry was used to obtain the efficiency for muons which exit

the decay tunnel to penetrate the shielding and arrive at one of the alcoves.

These efficiencies for the alcoves have strong dependence upon the muon mo-

mentum, as the upstream shielding defines the effective thresholds for muons

to arrive in each alcove as well as the probability for the muons to multiple
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scatter out of the 2.2×2.2 m2 area of the muon monitors.

In this chapter, the Monte Carlo calculations of muon rates discussed

in Chapter 4 will be compared to data collected during the special runs of

the NuMI beam line discussed in Chapter 3. During these studies, 100-500

pulses were acquired at each target location, LE000, LE010, LE100, LE150

and LE250, and over a variety of horn currents.

The muon monitors directly measure the total charge ionized by par-

ticles intercepting the helium filled chambers. The particles include not only

muons from meson decay-in-flight in the decay tunnel, but also particles from

interactions in the absorber and δ-rays. In order to measure the muon flux the

the background component of the signal from these latter particles has been

studied and included in the Monte Carlo simulated horn scans. The basis for

these background estimates is derived in Chapters 3 and 4.

Note that because a conversion factor between charge recorded in the

muon monitors and number of incident muons is not known, the present study

will be limited to a shape analysis of the beam spectrum, i.e. an absolute rate

will not be determined. The original beam tests of the NuMI beam monitor

chambers [48, 49] were performed at an unknown absolute pressure and tem-

perature, and furthermore had a Helium filling gas whose composition/purity

may not be identical to that filling the NuMI chambers. An absolute rate fit

to the data is further precluded because a beam muon is often accompanied

by δ-rays which cause additional ionization in the chamber gas [69, 70] and

this effect will be treated as a systematic, not as a correction.
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5.2 Muon Alcove Acceptances

It is a somewhat surprising statement that the muon monitors have good

acceptance for the muons that make up the low energy neutrino beam. Two

effects are commonly cited as limitations of the muon monitors in the low-

energy beam:

• The lower-energy muons in the beam have greater probability of ranging

out in the beam absorber or inter-alcove rock than do the muons in the

higher energy, LE100/200kA, LE150/200kA or LE250/200kA beams.

• The decays of soft pions, which decay upstream in the NuMI decay

volume, can send their muons at off-angles such that they cannot reach

the alcoves.

The above two effects are qualitatively correct but quantitatively do not limit

the muon monitors’ acceptance.

First, a 4 GeV/c pion produces at most a 1.6 GeV neutrino or (at most)

a 4 GeV/c muon (though not in the same decay). The ∼4 GeV/c threshold for

a muon at the end of the decay pipe to reach alcove 1, therefore, implies that

the alcoves can monitor the parent hadrons down to an equivalent ∼1.6 GeV

neutrino, which is below the peak of the LE010 focusing (see Figure 2.10).

With regard to the angular acceptance of the muon monitors, the muons

in pion decay are more forward-boosted than the neutrinos. The muons are

all contained within a cone of tan θmax = β′/(γ
√

β2 − (β′)2, where β and γ

describe the pion/kaon velocity and boost factor in the lab frame, and β′ is

the muon velocity in the rest frame of the parent meson (=0.28 for π decays

and 0.9 for K decays). This works out to about 10 mrad (4 mrad) for 4 GeV/c
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(10 GeV/c) pion decays. Thus, the ∼ 1.4 mrad solid angle acceptance of the

monitors spans an appreciable fraction of the meson decays in the focusing

peak, even for the LE010 target configuration. To be sure, the lateral profile

of the muons at the alcoves will be quite broad for the decays of low-energy

pions, but the rate should be still measurable.

Figures 5.1 through 5.3 attempt to demonstrate the preceding argument

and may be compared to Figure 4.17. (Figure 5.1 is for the LE010/185kA

beam, Figure 5.2 is for the LE100/200kA beam, and Figure 5.3 is for the

LE250/200kA beam). These show the acceptance for the underlying parent

pions. Shown in the upper left of each figure are the (pT , pz) of parent pions,

as they emerge from the target, that contribute to the neutrino flux in the

MINOS Detector. The upper right plot shows the same information, but for

those π+ which contribute a muon which reaches Alcove 1. The distribution

looks quite similar to that for the MINOS Detector, with the exception of the

threshold pz = 4 GeV/c for Alcove 1. The (pT , pz) sensitivities of Alcoves 2

and 3 are also shown, in the bottom left and right plots, which have higher

effective parent thresholds of 11 GeV/c and 21 GeV/c, respectively. That

the Alcove 1 acceptance is so similar to the MINOS detector reinforces the

expectation that the muon monitors can observe most of the relevant flux

muons which contribute to the flux of neutrinos seen in MINOS.

5.3 Horn Current Scans

To be useful as a tool to measure the differential flux with respect to neutrino

energy, the muon monitors must overcome the fact that they consist of only

three arrays, with three very coarse threshold bins in energy (to be contrasted
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Figure 5.1: Fluka 2005 Monte Carlo prediction of the pT and pz of pions which
contribute a CC neutrino in the MINOS Detector (upper left plot), or a muon
in Alcoves 1 (upper right), 2 (lower left), or 3 (lower right). Distributions
are for the LE010/185kA beam configuration. The distributions for Alcoves 2
and 3 are similar to Alcove 1, but with higher thresholds of 11 GeV/c and
21 GeV/c, respectively.
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Figure 5.2: Fluka 2005 Monte Carlo prediction of the pT and pz of pions which
contribute a CC neutrino in the MINOS Detector (upper left plot), or a muon
in Alcoves 1 (upper right), 2 (lower left), or 3 (lower right). Distributions
are for the LE100/200kA beam configuration. The distributions for Alcoves 2
and 3 are similar to Alcove 1, but with higher thresholds of 11 GeV/c and
21 GeV/c, respectively.
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Figure 5.3: Fluka 2005 Monte Carlo prediction of the pT and pz of pions which
contribute a CC neutrino in the MINOS Detector (upper left plot), or a muon
in Alcoves 1 (upper right), 2 (lower left), or 3 (lower right). Distributions
are for the LE250/200kA beam configuration. The distributions for Alcoves 2
and 3 are similar to Alcove 1, but with higher thresholds of 11 GeV/c and
21 GeV/c, respectively.
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with the 9-16 alcoves in previous beam lines). This is done using the ability

in the NuMI beam to vary both the horn current, Ihorn, which affects the

〈pT 〉 kick given to particles by the horns, and also vary the position, ztarget,

of the target, which changes the 〈pz〉 of parent mesons focused by the horns.

As discussed in Chapter 3, ∼ 1 hour runs varying both of these parameters

were taken and the Muon Monitor data recorded. While such measurements

could in principle be taken using neutrinos in the MINOS detector as well,

the power of the Muon Monitors is that they can record relatively accurate

(integral) fluxes in just a few beam spills.

Figures 5.4 through 5.6 demonstrate the ability to sweep in both pT

and pz using (Ihorn, ztarget). Shown are the pT and pz of π+ that contribute

muons to Alcove 1 at a variety of horn currents in the LE010, LE150, and

LE250 target configurations. As can be seen in the LE250 beam, variation

of the horn current sweeps the pT of focused particles to larger values. In

the LE010 configuration, variation of the horn current sweeps in both the

pT and pz directions. Alcoves 2 and 3, though not shown in these figures,

add the information of independent flux measures above the thresholds of

pz = 11 and 21 GeV/c, respectively. Similar information is shown in Figure 5.7,

which shows the spectra of pion pT in several (Ihorn, ztarget) configurations. As

expected, larger Ihorn focuses larger 〈pT 〉.

The muon monitors do not directly measure these underlying (pT , pz)

distributions. All that is seen in the monitors is a signal proportional to the

total number of muons, in effect the integral under any one of the surface

plots in Figures 5.4 through 5.6. The situation similar to the fitting of hadron

production models to the MINOS Detector data described in Ref [25]. The

one data point provided by a single muon alcove rate is analogous to a bin of
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Figure 5.4: Fluka 2005 Monte Carlo prediction of the pT and pz of pions
which contribute a muon in Alcove 1. Distributions are for the LE010 beam
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Figure 5.5: Fluka 2005 Monte Carlo prediction of the pT and pz of pions
which contribute a muon in Alcove 1. Distributions are for the LE100 beam
configuration with 0, 50, 100, 150, 175, and 200 kA. The distributions for
Alcoves 2 and 3 are similar to Alcove 1, but with higher thresholds, but with
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Figure 5.6: Fluka 2005 Monte Carlo prediction of the pT and pz of pions
which contribute a muon in Alcove 1. Distributions are for the LE250 beam
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Figure 5.7: Fluka 2005 Monte Carlo prediction of the pT pions which contribute
a muon in Alcove 1. Distributions are for the LE010, LE100, LE150 and LE250
beam configurations with 0, 50, 100, 150, 175, and 200 kA. Increase of the horn
current is seen to increase the 〈pT 〉 of focused particles.
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neutrino energy in the MINOS Detector. The power of the neutrino detector

data is that a single data set consists of 60 neutrino energy bins, and just a few

beam configurations were acquired. The power of the muon monitors is not in

the number of energy bins (there are just three for the three alcoves), but in

the larger number of beam configurations acquired in the (Ihorn, ztarget) data

set in a short time. Chapter 3 describes the data sets in which Ihorn and ztarget

were varied. Chapter 4 describes the Monte Carlo which will be compared to

the data.

5.4 Empirical Fit to Particle Production

A measurement of the νµ flux is obtained by fitting the horn current scan

Monte Carlo to the horn current scan data by varying the underlying parent

particle production off of the NuMI target.

The muon and neutrino flux derives directly from the underlying parent

particle flux. The parent particle production from the NuMI hadron produc-

tion target has been empirically parameterized according to Equations 4.1

and 4.2. The hadron production off of the NuMI target can be tuned from

the Fluka05 model by allowing the A(xF ), B(xF ), and C(xF ) functions to

distort according to [25]

A
′

(xF ) = (p1 + p2xF )A(xF )

B
′

(xF ) = (p3 + p4xF )B(xF )

C
′

(xF ) = (p5 + p6xF )C(xF )

(5.1)

where the pi’s are the tuning(fitting) parameters. The scale factor, W(xF , pT ),
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by which the Fluka05 hadron production yield, at a given (xF , pT ), must be

increased or decreased is given by

W (xF , pT )
π+ or K+

=
[A

′

+ B
′

pT ]× exp(−C ′

p
3/2
T )

[A+ BpT ]× exp(−Cp3/2T )
(5.2)

for π+ and K+ and

W (xF , pT )
π− or K−

= (p13 + p14xF )×W (xF , pT )
π+ or K+

(5.3)

for π− and K−.

The horn current scan Monte Carlo is tuned to fit the horn current scan

data of Chapter 3 using this parameterization. A fit is performed in which the

χ2 defined as

χ2 =
3

∑

a=1

∑

Ihorn ,ztarget

φdata
a (Ihorn , ztarget)− φMC

a (Ihorn , ztarget , pT , pz )

σ2
adata + σ2

aMC

(5.4)

is minimized. φdata
a is the measured muon flux in the ath alcove at (Ihorn,ztarget).

φMC
a is the Monte Carlo predicted muon flux at (Ihorn,ztarget). σdata is the error

on the data described in Chapter 3 and σMC is the error on the Monte Carlo

described in Chapter 4. As the (pT ,pz) of parent mesons is varied in the fit,

the Monte Carlo muon flux prediction will vary accordingly. The set of (pT ,pz)

parameters that minimizes the χ2 provides the muon flux measurement and

the neutrino flux measurement when used to reweight the neutrino Monte

Carlo. The LE000, LE010, LE100, LE150 and 2 LE250 horn current scans as

well as the horn current scans in each monitor, shown in Figures 4.23-4.25, are

fit simultaneously.
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5.5 Constraints on the Fit

In the preceding chapters, the technical aspects of correcting the horn current

scan data and generating the best Monte Carlo prediction of the horn current

scan data sets have been discussed at length. The data and Monte Carlo

horn current scans in Figures 4.23-4.25 represent the best data and Monte

Carlo estimation of the ionization current produced within the muon monitor

chambers by charged particles that intercept the chambers under the following

conditions:

• All data corrections discussed in Chapter 3 are applied to the data.

• 9.6 pC/107µ’s is used to convert the MC from muons to pC, and is

applied to all muons independent of muon momentum.

• The measurements of the backgrounds from unreacted protons discussed

in Chapter 3 are added to the MC.

• No contribution from δ-ray backgrounds are included.

The data and Monte Carlo horn current scan data sets produced under these

conditions will henceforth be referred to as the nominal data and Monte Carlo

horn current scan data sets.

In order to tune Fluka05 Monte Carlo to the horn current scan data

some constraints are placed on the parameterization. The muon monitors

cannot distinguish between µ+ and µ−. The π+ are tuned according to Equa-

tions 5.1 and the weights are calculated according to Equation 5.2. However,

the corresponding parameters for π−s are not varied in the fit. Instead, the
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π− weights are given by

W (xF , pT )
π−

= Rπ ×W (xF , pT )
π+

where Rπ is computed such that the NA49 π+/π− is preserved [57]. Since the

NA49 data only cover xF up to 0.5 (pz = 60 GeV for NuMI) a reasonable ex-

trapolation to higher xF is obtained by fitting the data to several polynomials

as shown in Figure 4.9. The 3rd order polynomial is taken to be the best fit to

the data and the π+/π− is fixed to this ratio for the nominal muon monitor fit.

The other curves are used to determine the systematic error in the nominal

flux measurement from the variation of the π+/π− discussed in Chapter 6.

Also, since muons from kaons are produced farther upstream and at larger

angles than muons from pions, the muon monitors have little sensitivity to

muons from kaons as discussed in Section 4.3. Therefore, the K+ and K−

weights are given by

W (xF , pT )
K+ or K−

= RK/π

where RK/π is computed such that the Fluka05 K+/π+ ratio, shown in Fig-

ure 4.8, is preserved. Figure 4.8 also shows the K+/π+ from several particle

production models, including that obtained from the MINOS fit to the neu-

trino data [25]. Fluka05 is in good agreement with other models, so it is not

unreasonable to use the Fluka05 K+/π+ as a constraint. The systematic error

on the flux from this constraint is discussed in Chapter 6.

In summary, the following constraints are placed on the fitting proce-

dure:

• For the tuning, the π+/π− is fixed to the NA49 data fitted with a third
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order polynomial.

• The K+/π+ is fixed to the Fluka05 K+/π+.

These constraints will be referred to as the “nominal fitting constraints”.

5.6 The νµ Flux Measurement

The fitting procedure produces a set of weights in (pT , pz) for π+, π−, K+

and K−. The π+ weights produced by the fit are shown in Figure 5.8. These

weights are values which scale up or down the predicted yield, d2N/dpTdxF ,

for pions and kaons as predicted by Fluka05 to match the muon data. These

weights are used to adjust the neutrino GNUMI Monte Carlo flux. With

the adjusted Monte Carlo yields, a final prediction for the neutrino flux is

produced. Figure 5.9 shows the νµ flux at the MINOS Detector for the

LE010/185kA, LE100/200kA, LE150/200kA and LE250/200kA configurations.

The flux is normalized to MINOS Detector data in the region between Eν = 26

and 40 GeV using the procedure described in Section 6.2. The gray hatched

region represents an extrapolation of the measurement due to the shielding

constraints of the muon monitors discussed in Chapter 4. The flux mea-

surement is limited to Eν < 26 GeV, because the region between Eν = 26

and 40 GeV is used for normalization. Furthermore, the neutrino flux above

40 GeV predominantly comes from kaons for which the muon monitors have

limited sensitivity.

Figures 5.10 through 5.12 show the muon monitor data and Monte

Carlo expectation before and after fitting. The solid red curves result from

the fit, while the blue curves show the original Fluka expectation. The error
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Figure 5.8: The π+ weights in (pT ,pz) from tuning the horn scan data to MC.
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Figure 5.9: The normalized fitted Monte Carlo νµ flux at the MINOS Near
Detector for the all beams. The colored curves are the nominal fit reweighted
Monte Carlo flux. The error bands are the total errors on the nominal flux
after normalization as discussed in Chapter 6. The black curve is the default
Near Detector Monte Carlo flux generated with Fluka05 hadron production.
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Figure 5.10: The Muon Monitor 1 Monte Carlo horn scans before and after
fitting to data. The solid red curves result from the nominal fit. The error
band is the sum in quadrature of the difference between the nominal curve
and the curves produced by the alternative fits. Better data-Monte Carlo
agreement is achieved after fitting.
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agreement is achieved after fitting.
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Figure 5.12: The Muon Monitor 3 Monte Carlo horn scans before and after
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and the curves produced by the alternative fits. Better data-Monte Carlo
agreement is achieved after fitting.
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band is the sum in quadrature of individual systematic uncertainties discussed

in detail in Chapter 6. Better data-Monte Carlo agreement is achieved after

fitting but the fit shows tension between the data and Monte Carlo horn scan

sets. This is evidenced by the fact that there is agreement in the LE250 Muon

Monitor 1 data-fitted Monte Carlo horn scan but still significant disagreement

in the LE250 Muon Monitor 3 data-fitted Monte Carlo horn scan. Muon

Monitor 1 measures the muons that Muon Monitor 3 measures, so a change in

Muon Monitor 3 would result in the same change in Muon Monitor 1. As such,

the fit is not perfect, and it may be hoped that residual disagreements between

the muon monitor data and the tuned MC are covered by the systematic errors.

Further discussion of this can be found in Chapter 8.

5.7 Summary

The muon monitors have been shown to have good acceptance for muons from

pions which contribute neutrinos in the MINOS detectors. Measurements of

the muon fluxes in the three alcoves at various target positions and horn

currents are used to constrain the (xF , pT ) of parent hadrons which lead to

neutrinos in the MINOS detectors. A comprehensive Monte Carlo was devel-

oped for comparison to data sets taken at various target positions and horn

currents. The Monte Carlo has been fit to the muon monitor horn scan data

by tuning the underlying (xF , pT ) of parent hadrons. A measurement of the

NuMI beam νµ flux as well as a comprehensive study of the associated sys-

tematic errors has been made using the muon monitors. A detailed discussion

of systematics is presented in Chapter 6. In Chapter 7 the measured νµ flux

is used to measure the charged current inclusive νµ cross section on iron using

202



the MINOS Detector.
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Chapter 6

Neutrino Flux Systematics

6.1 Systematic Errors

In Chapter 5, a Monte Carlo model which relates the fluxes observed in the

muon monitors to the νµ flux observed at the MINOS Detector is presented.

Adjusting the Monte Carlo prediction to match the muon monitor data pro-

vides a data-driven estimate of the νµ flux that is unique because it does not

use the neutrinos themselves in the estimate. However, the muon monitor

data do not, by themselves, possess enough kinematic information to uniquely

determine the (xF , pT ) of pions and kaons off of the target. As a result, we

necessarily imposed some constraints on the model. These constraints or as-

sumptions are not without error and changes in these corrections, conditions,

and constraints result in a slightly different neutrino flux. To quantify the sys-

tematic error on the neutrino flux measurement, these conditions are varied

and an alternative fit performed for each variation. In each case an alternative

set of weights in (pT , pz) are obtained from the fit producing and alternative
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neutrino flux. Each alternative flux is compared to the flux from the nominal

fit and the difference is taken as an error on the nominal flux.

The systematic errors on the neutrino flux measurement are divided

into four categories as follows.

1. Backgrounds in the muon detectors

2. K+/π+ ratio off the target

3. π+/π− ratio off the target

4. Charge collection in the muon detectors

The remainder of this section discusses these categories in detail.

6.1.1 Systematics from Backgrounds

Backgrounds to muons in the muon monitors are divided into two categories

1. Absorber Backgrounds.

2. δ-rays and Bethe-Block corrections to muon energy deposition.

The background from particles produced in the hadron absorber, dis-

cussed in Chapter 3, are directly determined from muon monitor data. In the

nominal fit, the backgrounds are fixed to the average value from Table 3.1. To

determine the systematic error on the nominal flux from this background, the

background in each monitor is varied by ±1σ, where the uncertainty is also

listed in Table 3.1, and reapplied to the MC. Fits are run for both cases(+1σ

and −1σ) giving alternative neutrino fluxes. Figure 6.1 shows the percent

error on the nominal neutrino flux measurement from varying the absorber
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Figure 6.1: The percent error on the neutrino flux measurement be-
fore normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the absorber backgrounds in each muon monitor
by 1σ. The + and - curves result from refitting for the flux after either in-
creasing or decreasing the background.
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background in the muon monitors. The effect is relatively small and largely

affects the high energy region. This is reflective of the fact that the back-

grounds, being an additive quantity, are a larger percentage of the low horn

current muon flux region of the horn scans. The low horn current muon flux

corresponds to the high energy neutrino flux.

Another component of the uncertainty arises from the simulation of

electromagnetic interactions of muons with surrounding media. For example,

the energy deposited by a muon in the helium gas of the chambers is dependent

upon the energy of the muon according to Bethe-Block [71]. On the other

hand the beam tests discussed in Section 3.1.1 used single energy particles,

8 GeV protons in the FNAL test and 42 MeV electrons in the BNL test. The

ionization scale obtained from these tests is reflective of the charge deposited

by an, for example, 8 GeV proton plus any δ-rays produced by interactions of

the protons with the chamber material.

Furthermore, muons passing through the rock and the air in front of the

monitors ionize these materials producing external delta rays which intercept

the monitor chambers and ionize the helium gas. The bottom left plot in Fig-

ure 4.19 shows the energy deposited by these δ-rays in the monitors predicted

by Monte Carlo. Like the muon energy deposition, the energy deposited by an

external δ-ray depends on the momentum of the δ-ray which in turn depends

on the momentum of the muon that created it.

To understand the effect on the fitted neutrino flux, the Monte Carlo

generated energy deposition curve discussed in Chapter 4 and shown in Fig-

ure 4.20, the internal δ-ray energy deposition curve shown in the bottom right

plot of Figure 4.19, and the external δ-ray energy deposition curve, shown in

the same figure, are applied to the Monte Carlo horn scans. The beam test
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results are used to convert “energy deposition” to “ionized charge”. An 8 GeV

proton corresponds in momentum to a muon of 1 GeV/c. The total energy

deposition at a muon momentum of 1 GeV/c is scaled to be 9.6 pC/107µ’s.

Then an alternative set of Monte Carlo horn scans are generated by “looking

up” the charge contributed by each muon with a given momentum from each

of these 3 curves. A fit is run giving an alternative neutrino flux. Figure 6.2

shows the resulting percent error on the nominal neutrino flux measurement.

The effect is two-fold in that the neutrino flux is scaled up overall but at the

same time does exhibit a neutrino energy dependent scaling. This correction is

muon momentum dependent which means that it effects the muon flux in the

individual beam configurations, target positions and horn currents differently

and thus results in an neutrino energy dependent effect on the flux. The effect

of adding both the Bethe-Block correction and the delta ray background to

the Monte Carlo horn scans is that “too much” muon flux is predicted in the

LE150 and LE250 horn current scans in Alcove 1 and 2 compared to horn

current scan data. Thus hadron production must decrease in the (pT , pz) re-

gions affecting these beams resulting in a greatly reduced neutrino flux with

respect to the nominal flux. The flux normalization procedure discussed in

Section 6.2 reduces the flux error from this effect but this effect remains the

largest contribution to the error.

6.1.2 Systematic Uncertainty from the K+/π+ Ratio

Figure 4.8 shows the ratio of yields of K+/π+ from a 2 m long graphite target

as predicted by several particle production models. This ratio, or even the

yield individually from kaons, is not very well measured in particle production
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Figure 6.2: The percent error on the neutrino flux measurement be-
fore normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from ap-
plying Bethe-Block to calculate the momentum dependent energy deposition of
charged particles in the muon monitors and from including δ-ray backgrounds
in the muon monitors. The curve results from refitting for the cross section
after applying these changes.
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experiments [54, 55, 56, 57]. The different models are in relatively good agree-

ment with each other, and are in relatively good agreement with a different

MINOS analysis [25] which fits for K/π yields, within loose constraints, using

data in the MINOS Near Detector. Thus, a reasonable error on the Fluka05

K+/π+ is ±10%. Figure 6.3 shows the resulting percent error on the nominal

neutrino flux measurement from alternative flux measurements obtained by

fitting with the K+/π+ varied by ±10% of the Fluka05 ratio. The effect of

varying the Fluka05 K+/π+ by ±10% is about a ±10% change in the nomi-

nal flux at high neutrino energies. While kaons contribute largely low energy

muons in the muon monitors, they contribute high energy neutrinos in the

MINOS detector. Thus the high energy region of the neutrino flux is effected

by changes in the K+/π+.

6.1.3 Systematic Uncertainty from the π+/π− Ratio

The muon monitors see µ± from π± decays but cannot distinguish the dif-

ference in charge. Since, the horns focus π+ and defocus π−, the muon flux

at the muon monitors is dominated by µ+ so the muon monitors have good

sensitivity to the νµ flux arising from π+ → µ+νµ decays. Nonetheless, the

comparatively small “background” flux of µ− arising from π− → µ−ν̄µ must

be subtracted from the total muon flux in the muon monitors. 1.

The best constraint on the relative π+/π− yields comes from the NA49

experiment [57], but the NA49 π+/π− only covers half of xF space. A reason-

able parameterization of the NA49 π+/π− ratio is a third order polynomial,

but other not unreasonable parameterizations exist as shown in Figure 4.9. In

1The flux of µ± from K± decays is smaller by a factor of 10-15 due to the K/π ratio off
of the target.
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Figure 6.3: The percent error on the neutrino flux measurement for be-
fore normalization the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the Fluka05 K+/π+ ratio by 10 percent. The
+ and - curves result from refitting for the flux after either increasing or de-
creasing the K+/π+ ratio.
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order to quantify the uncertainty in the flux due to different parameterizations

of the π+/π−, the π+/π− is fixed to the Fluka05 π+/π− in an alternative fit

to see the effect of decreasing the π+/π− on the neutrino flux. Likewise, to

to see the effect of increasing the π+/π− on the neutrino flux, an alternative

fit is run taking the π+/π− fixed to the NA49 data fit with a fourth order

polynomial. Figure 6.4 shows the resulting percent error on the neutrino flux

measurement.

The NuMI horns focus positively charged particles and defocus nega-

tively charged particles. Thus, negatively charged pions that contribute muons

in the muon monitors and neutrinos in the MINOS Near detector are high en-

ergy and pass through the necks of the focusing horns. Changing the π+/π−

ratio affects primarily the high energy tail of the neutrino flux. The focusing

peak shifts to higher neutrino energies for higher energy beam configurations.

Thus, changing the π+/π− changes the flux for Eν greater than 5, 8, 10, and 15

for the LE010/185kA, LE100/200kA, LE150/200kA and LE250/200kA beams,

respectively, as seen in Figure 6.4.

6.1.4 Charge Collection

Uncertainties in the conversion of the muon chamber signal into a muon flux

come in in two categories: 1. the ionization scale and 2. non-linearities in the

charge collection.

The ionization scale factor obtained from the beam tests mentioned in

Section 3.1.1 has an uncertainty of ±10%. In particular the data from the

FNAL beam test behaves non-linearly for all bias voltages tested. Thus, the

charge per muon scale factor obtained from this data likely has considerable
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Figure 6.4: The percent error on the neutrino flux measurement be-
fore normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from fix-
ing the π+/π− ratio to the NA49 measurement fit with a fourth order poly-
nomial (+), as shown in Figure 4.9, or fixing the π+/π− ratio to the Fluka05
π+/π− ratio (-), also shown in Figure 4.9. The former results in an increase
in the π+/π− ratio with respect to nominal(the NA49 measurement fit with
a third order polynomial) and the latter results in a decrease in the π+/π−

ratio with respect to nominal. The + and - curves result from refitting for the
neutrino flux after either increasing or decreasing the π+/π− ratio.
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error. Also, the charge per muon is dependent upon purity of the helium gas in

the chambers. Both the gas used in the beam tests and in the muon monitors

is rated 99.998% pure. However in-situ measurements of gas purity in the

chambers are not made and experience has shown that the gas purity in the

chambers does fluctuate (Section 3.3). Because of this the horn scan data are

scaled to agree at 0 kA as discussed in Section 3.4 and the flux measurement

requires normalization as discussed in Section 6.2. The normalization corrects

for large variations in the ionization scale. Thus, an error of ±10% is taken

on the scale factor. The ionization scale factor, 9.6 pC/107µ’s, is changed by

by ±10% and reapplied to the Monte Carlo. Figure 6.5 shows the resulting

percent error on the nominal neutrino flux measurement from alternative flux

measurements obtained by fitting with the ionization scale different by ±10%.

The effect of changing the ionization scale factor is a ±10% change in

the neutrino flux, independent of neutrino energy. This implies that after

normalization the error on the neutrino flux measurement from the muon

monitor ionization scale will be negligible. This is confirmed in Appendix C.

The linearity correction to the muon monitors also results in an uncer-

tainty in the flux measurement because of the wide range of particle fluxes

in the in the muon monitors with changing beam configurations. This non-

linearity correction is determined from muon monitor data as discussed in

Section 3.4. The error on this correction is taken to be the greater of half the

correction or 0.01. The correction on each data point is shown in Figure 3.28.

The linearity correction is varied by ±1σ and two alternative fits run. Fig-

ure 6.6 shows the resulting percent error on the neutrino flux measurement.

The largest effect on the neutrino flux occurs in the high neutrino energy re-

gion. This is because the low horn current muon flux, which is most affected
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Figure 6.5: The percent error on the neutrino flux measurement be-
fore normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the muon monitor ionization scale factor by
10 percent. The + and - curves result from refitting for the flux after either
increasing or decreasing the ionization scale factor.
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Figure 6.6: The percent error on the neutrino flux measurement be-
fore normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the muon monitor the linearity correction by
1σ. The + and - curves result from refitting for the flux after either increasing
or decreasing the the linearity correction.
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by the non-linearity correction, corresponds the the high energy neutrino flux.

6.2 Normalization

Beam tests of prototype muon monitor ionization chambers serve well to pro-

vide an estimate of the charge ionized per intercepting muon. However, this

estimate is not without potentially substantial error. The beam tests of the

NuMI beam monitor chambers [48, 49] were performed at an unknown ab-

solute pressure and temperature. Although, the gas used in the beam tests

and in the muon monitors is rated 99.998% pure, in-situ measurements of gas

purity in the prototype chambers and in the muon monitors were never made.

Experience has shown that the gas purity in the chambers does fluctuate as

discussed in Section 3.3.1. Thus, an absolute rate fit of the horn scan Monte

Carlo to the horn scan data, and therefore an absolute neutrino flux measure-

ment, is not currently possible. The fitted neutrino fluxes are normalized by

the following procedure.

The normalization procedure relies on the precise measurements of high

energy neutrino cross-sections [72, 73]. Figure 1.9 shows charged current neu-

trino cross section measurements from several experiments along with theo-

retical predictions from the NEUGEN neutrino interaction generator. The

experimental data above 26 GeV have considerably smaller errors due to the

fact that these experiments used narrow band neutrino beams. This facili-

tated more precise neutrino flux measurements than can be obtained by wide

band beam experiments. The MINOS neutrino Monte Carlo uses NEUGEN

to model neutrino interactions in the neutrino detectors. As can be seen in

Figure 1.9 the NEUGEN charged current inclusive cross-section agrees well
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with experimental data at high neutrino energies. Thus, the MINOS Monte

Carlo is used to normalize the fitted flux by scaling the flux reweighted MI-

NOS Monte Carlo to agree with the charged current neutrino event data for

neutrino energies between 26 and 40 GeV.

The charged current neutrino event data are the black points shown in

Figures 7.1 through 7.4. A normalization scale factor for the fitted flux of 0.92

is obtained from the ratio of the charged current neutrino event data, with the

flux reweighted event Monte Carlo in the region between Eν = 26 and 40 GeV.

Neutrino cross sections are given by σν = Nν/φν , where Nν is the number of

neutrino events measured in a neutrino detector and φν is the neutrino flux.

By scaling the flux by 0.92, the cross section obtained by dividing the number

of neutrino events in the MINOS Detector with the normalized flux will agree

with the NEUGEN cross section and experimental data in the region between

Eν = 26 and 40 GeV.

The normalization constraint, though unsatisfying because it makes this

cross section measurement relative to values measured for Eν >26 GeV, serves

to reduce the effect of systematic uncertainties. This occurs because the nor-

malization constraint is always applied last, and in any systematic study in

which an alternate Monte Carlo is utilized(eg: one with a different π+/π−

ratio off the target) the normalization constraint serves to reduce some of the

variation introduced at high neutrino energies by the alternate Monte Carlo.

Figures 6.7 and 6.8 show the percent error on the flux measurement be-

fore and after application of the normalization constant. The 4 dashed curves

correspond to the 4 categories of flux systematics listed in Section 6.1. The

Backgrounds systematic error is the sum in quadrature of the absorber back-

ground systematic error and the δ-ray background systematic error with the
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Figure 6.7: The percent error on the neutrino flux measurement be-
fore normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams. The 4
dashed curves correspond to the 4 categories of flux systematics listed in Sec-
tion 6.1. The Backgrounds systematic error is the sum in quadrature of the
absorber background systematic error and the δ-ray background systematic
error with the correction for the Bethe-Block energy loss by charged particles.
The Charge Collection systematic error is the sum in quadrature of the ioniza-
tion energy scale systematic error and the muon monitor linearity systematic
error. The Total error is the sum in quadrature of the errors from all of the
systematic effects.
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Figure 6.8: The percent error on the neutrino flux measurement af-
ter normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams. The 4
dashed curves correspond to the 4 categories of flux systematics listed in Sec-
tion 6.1. The Backgrounds systematic error is the sum in quadrature of the
absorber background systematic error and the δ-ray background systematic
error with the correction for the Bethe-Block energy loss by charged particles.
The Charge Collection systematic error is the sum in quadrature of the ioniza-
tion energy scale systematic error and the muon monitor linearity systematic
error. The Total error is the sum in quadrature of the errors from all of the
systematic effects.
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correction for the Bethe-Block energy loss by charged particles. The Charge

Collection systematic error is the sum in quadrature of the ionization energy

scale systematic error and the muon monitor linearity systematic error. The

Total error is the sum in quadrature of the errors from all of the systematic

effects. As can be seen in Figure 6.8, the percent error on the nominal flux

measurement from the systematics after normalization is reduced.

Appendix C shows the percent error on the nominal flux measurement

contributed by each of the individual systematics after normalization. The

error on the nominal flux is significantly reduced by normalization.

Figures 6.9-6.12 provide more detailed views of the flux for each of the 4

beam configurations, also showing the high energy portion of the beam spectra.
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Figure 6.9: The normalized fitted Monte Carlo νµ flux at the MINOS Near Detector for the LE010/185kA
beam. The solid black curve is the nominal fit reweighted Monte Carlo flux. The gray error bands are the
total errors on the nominal flux after normalization as discussed in Chapter 6. The dashed black curve is
the default Near Detector Monte Carlo flux generated with Fluka05 hadron production. The default Monte
Carlo is shown only for reference. The gray hatched region is an extrapolation of the fitted hadron production
parameters The region Eν > 40 GeV are is used for normalization.
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E bin νµ Flux Error Percentage Error
(GeV) Neutrinos/GeV/m2/106 POT (%)

0.0-0.6 3.92 0.52 13.3
0.6-1.2 20.9 2.2 10.4
1.2-1.8 43.8 4.4 10.1
1.8-2.4 62.1 5.9 9.6
2.4-3.0 83.8 6.8 8.2
3.0-3.6 90.1 5.8 6.4
3.6-4.2 66.1 3.2 4.8
4.2-4.8 32.8 1.1 3.3
4.8-5.4 16.9 0.5 2.8
5.4-6.0 11.5 0.4 3.5
6.0-6.6 9.48 0.50 5.2
6.6-7.2 8.41 0.63 7.6
7.2-7.8 7.54 0.76 10.0
7.8-8.4 6.82 0.83 12.2
8.4-9.0 5.92 0.85 14.3
9.0-9.6 5.45 0.89 16.3
9.6-10.2 4.88 0.87 17.8
10.2-10.8 4.42 0.85 19.3
10.8-11.4 3.95 0.80 20.2
11.4-12.0 3.69 0.78 21.3
12.0-13.0 3.10 0.67 21.5
13.0-14.0 2.66 0.62 23.3
14.0-15.0 2.27 0.51 22.7
15.0-16.0 1.97 0.47 23.9
16.0-18.0 1.48 0.33 22.5
18.0-20.0 1.01 0.21 20.6
20.0-22.0 0.81 0.16 19.7
22.0-24.0 0.62 0.10 16.7
24.0-26.0 0.47 0.07 15.0
26.0-28.0 0.32 0.04 12.6
28.0-30.0 0.25 0.02 9.2
30.0-36.0 0.12 0.01 4.6
36.0-42.0 0.06 0.01 23.4

Table 6.1: LE010z185i muon neutrino flux shape as a function of neutrino
energy. The error is the statistical, systematic, and normalization uncertainties
on the flux added in quadrature.
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Figure 6.10: The normalized fitted Monte Carlo νµ flux at the MINOS Near Detector for the LE100/200kA
beam. The solid black curve is the nominal fit reweighted Monte Carlo flux. The gray error bands are the
total errors on the nominal flux after normalization as discussed in Chapter 6. The dashed black curve is
the default Near Detector Monte Carlo flux generated with Fluka05 hadron production. The default Monte
Carlo is shown only for reference. The gray hatched region is an extrapolation of the fitted hadron production
parameters The region Eν > 40 GeV are is used for normalization.
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E bin νµ Flux Error Percentage Error
(GeV) Neutrinos/GeV/m2/106 POT (%)

0.0-0.6 3.18 0.45 14.0
0.6-1.2 8.81 1.00 11.3
1.2-1.8 23.8 2.3 9.6
1.8-2.4 32.6 3.1 9.4
2.4-3.0 37.0 3.0 8.0
3.0-3.6 49.9 3.2 6.4
3.6-4.2 72.5 3.7 5.0
4.2-4.8 97.9 4.5 4.6
4.8-5.4 113.4 5.9 5.2
5.4-6.0 112.6 7.1 6.3
6.0-6.6 94.5 6.6 7.0
6.6-7.2 67.6 5.0 7.4
7.2-7.8 43.7 3.5 8.1
7.8-8.4 26.1 2.4 9.1
8.4-9.0 15.4 1.6 10.6
9.0-9.6 9.42 1.21 12.9
9.6-10.2 6.76 1.03 15.3
10.2-10.8 5.20 0.90 17.3
10.8-11.4 4.49 0.82 18.2
11.4-12.0 3.95 0.78 19.6
12.0-13.0 3.48 0.72 20.6
13.0-14.0 2.83 0.58 20.5
14.0-15.0 2.54 0.55 21.6
15.0-16.0 2.16 0.45 21.0
16.0-18.0 1.68 0.34 20.1
18.0-20.0 1.26 0.24 18.9
20.0-22.0 0.97 0.18 19.0
22.0-24.0 0.71 0.12 17.0
24.0-26.0 0.53 0.06 12.4
26.0-28.0 0.44 0.04 9.9
28.0-30.0 0.30 0.02 6.3
30.0-36.0 0.16 0.01 4.9
36.0-42.0 0.07 0.02 30.0

Table 6.2: LE100z200i muon neutrino flux shape as a function of neutrino
energy. The error is the statistical, systematic, and normalization uncertainties
on the flux added in quadrature.

225



Neutrino Energy (GeV)
0 5 10 15 20

P
O

T
6

/1
0

2
/G

eV
/m

µν

0

50

100

150

Fitted Flux

Fluka05

Neutrino Energy (GeV)
20 30 40

P
O

T
6

/1
0

2
/G

eV
/m

µν

0

1

2

3

4

5

Fitted Flux

Fluka05

Figure 6.11: The normalized fitted Monte Carlo νµ flux at the MINOS Near Detector for the LE150/200kA
beam. The solid black curve is the nominal fit reweighted Monte Carlo flux. The gray error bands are the
total errors on the nominal flux after normalization as discussed in Chapter 6. The dashed black curve is
the default Near Detector Monte Carlo flux generated with Fluka05 hadron production. The default Monte
Carlo is shown only for reference. The gray hatched region is an extrapolation of the fitted hadron production
parameters The region Eν > 40 GeV are is used for normalization.
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E bin νµ Flux Error Percentage Error
(GeV) Neutrinos/GeV/m2/106 POT (%)

0.0-0.6 2.98 0.43 14.47
0.6-1.2 6.53 0.80 12.3
1.2-1.8 15.5 1.5 9.6
1.8-2.4 21.9 2.1 9.4
2.4-3.0 25.4 2.0 7.8
3.0-3.6 31.1 1.9 6.0
3.6-4.2 42.9 2.1 4.9
4.2-4.8 57.5 2.8 4.8
4.8-5.4 76.7 4.5 5.9
5.4-6.0 97.4 7.2 7.4
6.0-6.6 108.4 9.4 8.7
6.6-7.2 103.7 9.9 9.5
7.2-7.8 88.1 8.8 9.9
7.8-8.4 69.3 7.2 10.4
8.4-9.0 50.5 5.6 11.2
9.0-9.6 34.3 4.1 12.0
9.6-10.2 21.7 2.8 12.9
10.2-10.8 13.2 1.8 13.9
10.8-11.4 8.27 1.26 15.3
11.4-12.0 5.82 1.01 17.4
12.0-13.0 4.16 0.80 19.2
13.0-14.0 3.15 0.62 19.8
14.0-15.0 2.66 0.55 20.5
15.0-16.0 2.15 0.43 19.9
16.0-18.0 1.80 0.35 19.7
18.0-20.0 1.45 0.27 18.8
20.0-22.0 1.11 0.21 18.8
22.0-24.0 0.84 0.13 15.9
24.0-26.0 0.67 0.09 13.7
26.0-28.0 0.49 0.05 10.9
28.0-30.0 0.35 0.01 4.2
30.0-36.0 0.21 0.01 3.2
36.0-42.0 0.09 0.02 26.3

Table 6.3: LE150z200i muon neutrino flux shape as a function of neutrino
energy. The error is the statistical, systematic, and normalization uncertainties
on the flux added in quadrature.
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Figure 6.12: The normalized fitted Monte Carlo νµ flux at the MINOS Near Detector for the LE250/200kA
beam. The solid black curve is the nominal fit reweighted Monte Carlo flux. The gray error bands are the
total errors on the nominal flux after normalization as discussed in Chapter 6. The dashed black curve is
the default Near Detector Monte Carlo flux generated with Fluka05 hadron production. The default Monte
Carlo is shown only for reference. The gray hatched region is an extrapolation of the fitted hadron production
parameters The region Eν > 40 GeV are is used for normalization.
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E bin νµ Flux Error Percentage Error
(GeV) Neutrinos/GeV/m2/106 POT (%)

0.0-0.6 2.91 0.45 15.3
0.6-1.2 4.86 0.69 14.2
1.2-1.8 9.13 0.98 10.7
1.8-2.4 13.5 1.3 9.4
2.4-3.0 15.8 1.2 7.5
3.0-3.6 18.1 1.0 5.5
3.6-4.2 23.5 0.9 4.0
4.2-4.8 33.2 1.4 4.1
4.8-5.4 44.3 2.7 6.0
5.4-6.0 52.5 4.4 8.3
6.0-6.6 60.9 6.3 10.4
6.6-7.2 69.2 8.4 12.1
7.2-7.8 75.7 10.2 13.5
7.8-8.4 77.7 11.1 14.3
8.4-9.0 74.6 11.0 14.7
9.0-9.6 67.7 10.0 14.7
9.6-10.2 59.1 8.8 14.8
10.2-10.8 50.8 7.7 15.1
10.8-11.4 42.0 6.5 15.6
11.4-12.0 33.2 5.3 16.1
12.0-13.0 22.3 3.8 16.9
13.0-14.0 12.3 2.2 17.9
14.0-15.0 6.40 1.19 18.6
15.0-16.0 3.64 0.69 18.9
16.0-18.0 2.08 0.38 18.3
18.0-20.0 1.43 0.24 16.5
20.0-22.0 1.11 0.16 14.4
22.0-24.0 0.92 0.11 12.2
24.0-26.0 0.73 0.06 7.9
26.0-28.0 0.59 0.04 7.3
28.0-30.0 0.45 0.01 1.9
30.0-36.0 0.33 0.01 3.0
36.0-42.0 0.17 0.03 19.3

Table 6.4: LE250z200i muon neutrino flux shape as a function of neutrino
energy. The error is the statistical, systematic, and normalization uncertainties
on the flux added in quadrature.
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Chapter 7

Cross Section Measurement

7.1 Introduction

The goal of this thesis is to measure the cross section for charged current

interactions of muon neutrinos on iron as a function of the energy of the

incident neutrino. By definition the interaction cross section for neutrinos in

a neutrino detector is

σν(Eν) =
Nν(Eν)

φν(Eν)
, (7.1)

where Nν(Eν) is the number of neutrino interactions in the fiducial volume of

the neutrino detector in terms of the true neutrino energy and φν(Eν) is the

neutrino flux through the fiducial volume of the neutrino detector in terms of

the neutrino energy. The variable Eν is the actual energy of the neutrino to

be contrasted with the energy as measured by the detector.

The neutrino detector measures both the rate and energy of neutrino

CC interactions but with uncertainties in both. Uncertainties in the rate mea-
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surement arise from in efficiencies to identify CC interactions in the detector

and may be corrected for using a Monte Carlo simulation of the detector.

Uncertainties in the energy measurement arise from imperfect tracking of the

muon and from incomplete measurement of the recoiling hadrons’ energy in

the calorimeter. Energy mis-measurements are particularly problematic be-

cause neutrinos of an energy Etrue
ν are recorded in the detector at an incorrect

energy Ereco
ν . The relationship between the reconstructed number of events

and the true number is

Nν(E
true
ν ) =

Nsel(E
reco
ν )−N bkg

sel (E
reco
ν )−Nnon−fid

sel (Ereco
ν )

ǫ(Etrue
ν )

×M(Etrue
ν , Ereco

ν ).

The neutrino event selection algorithm requires the event to be re-

constructed in the fiducial volume. N bkg
sel (E

reco
ν ) is the number of true back-

ground events selected(reconstructed in the fiducial volume) as signal events.

Nnon−fid
sel (Ereco

ν ) is the number of selected true signal events with true non-

fiducial interaction vertex. Thus the numerator is the number of selected true

signal events with interaction vertices inside the fiducial volume. Since truth

can only be determined in Monte Carlo, both N bkg
sel (E

reco
ν ) and Nnon−fid

sel (Ereco
ν )

are derived from Monte Carlo. M(Etrue
ν , Ereco

ν ) is a matrix which takes Ereco
ν

and converts it to Etrue
ν . The factor ǫ(Etrue

ν ) is the efficiency of the reconstruc-

tion algorithm to identify signal events with true fiducial vertices in the fiducial

volume and the efficiency to reconstruct one event for every true event. Since

the matrix, M , and the efficiency, ǫ, use truth information, they are derived

from Monte Carlo.

For this analysis, the Monte Carlo simulation of neutrino interactions in
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the MINOS Detector is used to derive the matrix M(Etrue
ν , Ereco

ν ). We do not

attempt to invert this large-dimensional matrix, but rather we will fit directly

to the reconstructed rate in the MINOS Near Detector, varying the underlying

cross section as a function of neutrino energy to obtain a set of fitted values

for σν in bins of Etrue
ν .

7.2 The Method

A measurement of the CC νµ inclusive cross section is made by first selecting

CC νµ event sample in both the data sample from the MINOS Near Detector

and the Monte Carlo simulation of such a data set, using the selection method

discussed in Chapter 2. The Monte Carlo sample is then reweighted using the

flux parameters determined by the measurement of the muon flux using the

muon monitors as described in Chapter 5. At this point, the reweighted Monte

Carlo selection represents the best estimate of the neutrino event spectrum in

the MINOS Detector. The cross section model used in the MINOS Monte

Carlo is NEUGEN [13].

The flux reweighted Monte Carlo CC νµ event sample and the Near

Detector data CC νµ sample have been reconstructed identically and thus

contain the energy smearing, event misreconstruction and event misidentifica-

tion. Thus these data and Monte Carlo samples can be compared without the

need to quantify these effects as is necessary for the unfolding method.

Table 7.1 lists the proton exposure of the Data CC νµ event samples

for each beam configuration. The statistics in the LE010/185kA beam are

greater than 8 times the statistics in the other beam configurations. The cross

section is measured by fitting each of the beams, LE010/185kA, LE100/200kA,
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LE150/200kA and LE250/200kA, simultaneously. In order to allow each beam

to contribute equally to the cross section measurement, all event samples are

scaled to an exposure of 1× 1018 protons.

Beam Configuration POT/1e18

LE010/185kA (Run I) 126.01
LE100/200kA (Run I) 1.02
LE150/200kA (Run II) 1.87
LE250/200kA (Run II) 15.46

Table 7.1: The number of protons on target(POT) in each data CC νµ event
sample used for the νµ cross section measurement.

Figures 7.1 through 7.4 show the event rate in the MINOS Detector as

a function of the energy of the neutrino, as recorded in the detector. Hence,

the horizontal axis has implicit in it all the resolution smearing of energy which

arises from the imperfect reconstruction of the detector. The vertical axis is

event rate in the fiducial volume of the detector (Chapter 2), and implicitly

has all of the backgrounds, detector inefficiencies, as well as the beam flux

and interaction cross sections. The MINOS data are shown as data points.

The Monte Carlo, including the flux measurements from Chapter 4, is shown

in blue, where the shaded band represents the flux error from Chapter 5.

Clearly, discrepancies exist between the observed event rate and the flux-tuned

Monte Carlo calculation. These discrepancies are attributed to in accuracies

in the NEUGEN cross section model utilized in the Monte Carlo prediction.

Therefore, we use the ratio of the data and the blue Monte Carlo curve as

the correction factors to the NEUGEN model to obtain a measurement for

the cross section. Because these are in fact 4 beam spectra and because we

want to obtain these correction factors as a function of the actual neutrino
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Figure 7.1: MINOS Detector spectrum in the LE010/185kA beam configura-
tion. The black points are MINOS Detector Data selected with the νµ event
selection with statistical errors. The blue histogram is the flux reweighted
MINOS Detector Monte Carlo. The blue shaded bars represent the sum in
quadrature of the differences between the nominal Monte Carlo spectrum and
each of the alternative spectra (The alternative fiducial volume spectrum and
the alternative selection cut spectrum are not included). The red histogram
results from fitting the flux reweighted Monte Carlo spectrum(blue histogram)
to the Data spectrum(black points). The red shaded bars represent the sum
in quadrature of the difference in each alternative fitted spectrum with the
nominal fitted spectrum(red histogram).
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Figure 7.2: MINOS Detector spectrum in the LE100/200kA beam configura-
tion. The black points are MINOS Detector Data selected with the νµ event
selection with statistical errors. The blue histogram is the flux reweighted
MINOS Detector Monte Carlo. The blue shaded bars represent the sum in
quadrature of the differences between the nominal Monte Carlo spectrum and
each of the alternative spectra (The alternative fiducial volume spectrum and
the alternative selection cut spectrum are not included). The red histogram
results from fitting the flux reweighted Monte Carlo spectrum(blue histogram)
to the Data spectrum(black points). The red shaded bars represent the sum
in quadrature of the difference in each alternative fitted spectrum with the
nominal fitted spectrum(red histogram).
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Figure 7.3: MINOS Detector spectrum in the LE150/200kA beam configura-
tion. The black points are MINOS Detector Data selected with the νµ event
selection with statistical errors. The blue histogram is the flux reweighted
MINOS Detector Monte Carlo. The blue shaded bars represent the sum in
quadrature of the differences between the nominal Monte Carlo spectrum and
each of the alternative spectra (The alternative fiducial volume spectrum and
the alternative selection cut spectrum are not included). The red histogram
results from fitting the flux reweighted Monte Carlo spectrum(blue histogram)
to the Data spectrum(black points). The red shaded bars represent the sum
in quadrature of the difference in each alternative fitted spectrum with the
nominal fitted spectrum(red histogram).
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Figure 7.4: MINOS Detector spectrum in the LE250/200kA beam configura-
tion. The black points are MINOS Detector Data selected with the νµ event
selection with statistical errors. The blue histogram is the flux reweighted
MINOS Detector Monte Carlo. The blue shaded bars represent the sum in
quadrature of the differences between the nominal Monte Carlo spectrum and
each of the alternative spectra (The alternative fiducial volume spectrum and
the alternative selection cut spectrum are not included). The red histogram
results from fitting the flux reweighted Monte Carlo spectrum(blue histogram)
to the Data spectrum(black points). The red shaded bars represent the sum
in quadrature of the difference in each alternative fitted spectrum with the
nominal fitted spectrum(red histogram).
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energy Etrue
ν and not in terms of reconstructed energy Ereco

ν , a χ2 fit to the

data is performed for each bin of Etrue
ν which fits the observed spectrum to the

MC, determining correction factors to the NEUGEN cross section model for

each Etrue
ν . These correction factors are listed in Table 7.2. The red curves in

Figures 7.1 through 7.4 show the result of this tuning procedure for the cross

section.

Figure 7.5 shows the measurement of the cross section for νµ CC scat-

tering on iron as a function of neutrino energy from the above procedure.

The horizontal axis is true energy of the incident neutrino. The cross section

plotted on the vertical axis is obtained from the fitting procedure applied to

Figures 7.1 through 7.4 described above.

7.3 Systematics

The systematic errors on the cross section can be divided into two groups. One

group is MINOS near detector and charged current νµ event selection system-

atics. The other group is systematic error sources from the flux measurement.

7.3.1 Detector and Event Selection

The systematics from detector and event selection sources derive from uncer-

tainties into four categories.

1. Hadronic Energy Scale: The uncertainty in the hadronic energy scale is

described in Chapter 2.

2. Muon Energy Scale: The uncertainty in the muon energy scale is com-

prised of the uncertainty in the muon energy determined from a mea-
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Figure 7.5: The MINOS isoscalar iron charged current νµ inclusive differential
cross section measurement. The total error is the quadrature sum of the
detector and event selection error and the neutrino flux error. The solid curved
is the NEUGEN cross section, which is used to generated the default MINOS
Detector event Monte Carlo. Table 7.2 lists the values and errors of the data
points.
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surement of the muon curvature in the detector (4%) and the uncertainty

in the muon energy as determined from the measurement of the muon

range in the detector (2%) as described in Chapter 2.

3. Fiducial Volume: The Fiducial volume is a 3.267 m long cylindrical

volume with radius of 0.8 m aligned with the axis parallel to the detec-

tor axis. Neutrino events that occur at the edge of the fiducial volume

have a greater probability to have the vertex reconstructed outside of

the fiducial volume than inside of the fiducial volume due to the larger

volume just outside the fiducial volume than just inside. Also, events

that occur closer to the edge of the fiducial volume may not be fully

contained within the detector leading to poorly reconstructed events.

To account for uncertainty in the cross section measurement due to the

fiducial volume definition, a CC νµ sample is selected with a larger and

smaller fiducial volume. The size of the increase or decrease in the fidu-

cial volume is determined by the vertex resolution in the detector. The

transverse event vertex resolution is conservatively ∼3 scintillator strips

which corresponds to 12 cm and the longitudinal event vertex resolution

is conservatively ∼3 planes which corresponds to 18 cm [74]. The length

of the fiducial volume is increased and decreased by twice the longitudi-

nal resolution and at the same time the radius of the fiducial volume is

increased and decreased by the transverse resolution. The change in the

cross section measurement obtained with these event samples compared

to the nominal event sample is taken as the error on the cross section

measurement due to the fiducial volume definition.

4. Event Selection: Selection of charged current νµ events is described in
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Chapter 2. Sources of error on the cross section measurement from

the selection of the charged current νµ sample come from uncertainties

in the event classification cut value, the neutral current contamination

and the anti neutrino contamination [40]. To account for uncertainties

from the event classification cut value, the cut value is varied by ±0.1

and charged current νµ events are reselected. The uncertainty on the

cross section measurement from the misclassification of neutral current

and anti neutrino events as charged current νµ events is accounted for

by increasing and decreasing the number of neutral current and anti

neutrino events in the charged current νµ sample by 50% and 100%

respectively.

To quantify these systematic effects on the cross section measurement,

each systematic variation just discussed is applied to the nominal flux reweighted

MINOS Detector neutrino event Monte Carlo or to both the Monte Carlo and

Data events, as in the case of the event selection uncertainties, to produce an

alternative Monte Carlo and/or Data charged current νµ event spectrum. Each

alternative Monte Carlo spectrum is fit to the corresponding Data spectrum

using the method described in Section 7.2 giving an alternative cross section

measurement The difference between the alternative cross section measure-

ment and the nominal cross section measurement is taken as an error on the

nominal cross section measurement. Figure 7.6 shows the percent error on the

cross section measurement from the detector and event selection systematics.

Appendix D describes these systematic errors in more detail.

241



Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

0

5

10

15

20

25

Total

Hadronic Energy Scale

Muon Energy Scale

Fiducial Volume

Event Selection

Figure 7.6: The percent error on the cross section measurement from the detec-
tor and event selection systematics. The Total error is the sum in quadrature
of the 4 systematic categories(dashed curves). The Muon Energy Scale sys-
tematic is the sum in quadrature of the muon curvature energy scale and the
muon range energy scale systematics. The Event Selection systematic is the
sum in quadrature of the the event classification cut value, the neutral current
contamination and the anti neutrino contamination systematics.
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7.3.2 The Neutrino Flux

The systematics from the neutrino flux measurement derive from uncertainties

into four categories.

1. Backgrounds in the muon monitors,

2. the K+/π+ ratio off the target,

3. the π+/π− ratio off the target,

4. the ionization scale of the muon monitors.

Refer to Chapter 6 for a detailed discussion of these systematics.

Each of the alternative flux fits discussed in Chapter 6 produce an alter-

native set of flux weights which account for systematic errors on the neutrino

flux. To determine the systematic error on the cross section measurement

from the systematics on the flux measurement, each of set of alternative flux

weights are applied to the default MINOS Detector Monte Carlo. The nom-

inal charged current νµ selection is applied to the Monte Carlo to obtain an

alternative charged current νµ Monte Carlo event spectrum. Each alternative

Monte Carlo spectrum is fit to the nominal Data spectrum using the method

described in Section 7.2 giving an alternative cross section measurement The

difference between the alternative cross section measurement and the nominal

cross section measurement is taken as an error on the nominal cross section

measurement. Figure 7.7 shows the percent error on the cross section mea-

surement from the neutrino flux systematics. Appendix D describes these

systematic errors in more detail.
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Figure 7.7: The percent error on the cross section measurement from the sys-
tematics on the flux measurement. The Total error is the sum in quadrature
of the 4 systematic categories(dashed curves) described in detail in Chapter 6.
The Backgrounds systematic is the sum in quadrature of the absorber back-
ground systematic and the δ-ray background systematic with the correction
for the Bethe-Block energy loss by charged particles. The Charge Collection
systematic is the sum in quadrature of the ionization energy scale systematic
and the muon monitor linearity correction systematic.
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7.4 Measurement of σ(νµFe→ µ−X)

The charged current νµ inclusive cross section is measured by fitting the nom-

inal flux reweighted MINOS Detector Monte Carlo charged current νµ event

sample to the Data charged current νµ event sample using the method de-

scribed in Section 7.2. The cross section scale factors given by the fit are

applied to the NEUGEN isoscalar iron charged current νµ inclusive cross sec-

tion.

Table 7.2 lists the cross section scale factors an cross section values

resulting from the simultaneous 4 beam fit of nominal Monte Carlo to data.

Figure 7.5 shows the resulting CC νµ inclusive differential cross section mea-

surement. The total error is the quadrature sum of the detector and event

selection error and the neutrino flux error described in Section 7.3. As dis-

cussed in Chapter 6, the flux is normalized such that the flux weighted number

of neutrino events in the Near Detector Monte Carlo agrees with experimental

data in the region between Eν = 26 and 40 GeV. Thus, the cross section in the

region between Eν = 26 and 40 GeV is predetermined to agree with the NEU-

GEN CC νµ cross section. The error in this region represents the uncertainty

on the normalization.

7.5 Cross Checks

When fitting for the cross section the 4 beams, LE010/185kA, LE100/200kA,

LE150/200kA and LE250/200kA, are fit simultaneously. As a consistency

check, each beam can be fit independently for the cross section. Figure 7.8

shows the charged current νµ cross section from fits using the LE010/185kA,
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Cross Section Etrue
ν Average Measured CC νµ

Scale Factor Range Etrue
ν Cross Section Cross Section Error

Parameter (GeV) (GeV) Scale Factor (cm−2GeV−1) (%)

0 0.7-1 0.85 0.65 0.59 106
1 1.0-1.8 1.40 1.20 1.04 22.8
2 1.8-2.6 2.20 1.20 0.95 20.8
3 2.6-4.6 3.60 1.13 0.83 16.3
4 4.6-7.0 5.80 1.04 0.73 15.5
5 7.0-9.9 8.45 0.85 0.59 15.4
6 9.9-13.1 11.50 0.82 0.56 20.1
7 13.1-17.0 15.05 0.73 0.50 22.3
8 17.0-21.2 19.10 0.81 0.55 22.7
9 21.2-26.0 23.60 0.78 0.53 11.9

26-40 33 0.71 18.2

Table 7.2: The MINOS isoscalar iron charged current νµ inclusive differential
cross section measurement. Column 1: The parameter number corresponding
to the Etrue

ν bin in the fit. Column 2: The upper and lower limits of the Etrue
ν

bin. Column 3: The fitted cross section scale factor (to be applied to the
NEUGEN cross section). Column 4: The measured differential cross section.
Column 5: The percent error on the measured differential cross section.
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Figure 7.8: The 4 curves correspond to 4 independent fits to the LE010/185kA,
LE100/200kA, LE150/200kA, and LE250/200kA data sets in Table 7.1. This
set of independent fits differs from the single, simultaneous fit of all 4 data
sets to obtain a single cross section result.
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Figure 7.9: The MINOS isoscalar iron charged current νµ inclusive differential
cross section resulting from allowing each beam, LE010/185kA, LE100/200kA,
LE150/200kA and LE250/200kA, to contribute the appropriate statistical
power in the fit. The total error is the quadrature sum of the detector and
event selection error and the neutrino flux error.
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LE100/200kA, LE150/200kA and LE250/200kA beams independently. The

difference in the cross section among the beams is reflective of the tension in

the flux measurement discussed previously. The differences are on the order

of the uncertainties shown in Figure 7.5.

Also when fitting for the cross section, to ensure that each beam con-

tributes equally to the measured cross section, all of the charged current νµ

event samples are scaled to an exposure of 1 × 1018 protons. Alternatively,

it may be desirable to use the appropriate statistical power of each of the

beams to measure the cross section. Table 7.1 lists the proton exposure of

the Data CC νµ event samples for each beam configuration. The statistics in

the LE010/185kA beam are greater than 8 times the statistics in the other

beam configurations. Figure 7.9 shows the fitted charged current νµ inclusive

differential cross section obtained by allowing each beam to contribute the

appropriate statistical power in the fit. This is also done for each alternative

fit to determine the error on the cross section.

By comparing the LE010 cross section curve from Figure 7.8 with Fig-

ure 7.9 it is clear that the LE010 beam is dominant in this fit. Also the

results of this fit are consistent with the cross section measurement obtained

by weighting each of the beams equally.
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Chapter 8

Conclusions and Outlook

8.1 Summary

In this thesis we have presented a measurement of the νµ charged current

cross section on iron using the MINOS detector. As shown in Figure 7.5, the

cross section is given in 10 bins of neutrino energy from 1 to 26 GeV. The

uncertainties on this measurement range from 15-22% depending on neutrino

energy. The data sets utilized corresponds to 1.44×1020 protons on target

acquired by the MINOS experiment in 2005-2006. About 2×106 neutrino

interactions contribute to this measurement, meaning that it is not statistics

limited. In fact, the largest uncertainties arise from our understanding of the

MINOS detector and from the neutrino flux.

The result presented here utilizes a technique for measuring the neutrino

flux in situ using the muon beam which accompanies the neutrinos in meson

decay. This technique has been used by wide band neutrino beam experiments

[14, 15, 16, 17, 18, 19]. Past neutrino beams had relatively short decay tunnels
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and were instrumented with 10-16 muon stations. Our measurement derived

a flux using the limited angular acceptance of the NuMI muon stations and

overcame the limitation of having just 3 muon stations by utilizing the flexible

configurations of the NuMI beam. A set of muon flux data was collected which

translates to a neutrino flux, relying only on assumptions about the relative

acceptance of the muon and neutrino detectors.

Past neutrino experiments have employed a wide variety of techniques

to measure the flux, typically the largest uncertainty in the experiment. At

high energies(Eν > 40 GeV) narrow band beam techniques can achieve a flux

uncertainty as small as 4% [72, 73]. At lower energies neutrinos are most

efficiently produced in wide beams, where the flux measurement is more chal-

lenging. Some measurements of the total cross section in this low energy

region are shown in Figure 8.1. The GGM-PS, ITEP, SKAT and MINOS-

µ Flux Fit measurements have been obtained through the combined use of

external particle production data and muon flux for neutrino flux determi-

nation. NOMAD relied solely on external particle production measurements

to predict the neutrino flux. The BNL-7ft measurement relied on previous

measurements of neutrino interactions, and the MINOS-Low ν measurement

uses neutrino event data to extract a flux. The IHEP-JINR measurement

used a combination of the aforementioned techniques to determine the flux.

Those measurements using neutrino interaction data and a priori knowledge

of neutrino interactions generally lead to smaller overall uncertainties, albeit

at the expense of model assumptions about neutrino interactions. The result

presented here makes no such assumptions about how neutrinos interact in

the MINOS detector, and compares well to past measurements using a similar

technique.
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Figure 8.1: νµ − N charged current inclusive cross section measurements
from [75](NOMAD), [76](MINOS-Low ν), [77](IHEP-ITEP), [17](IHEP-
JINR), [78](GGM-PS), [79](BNL-7ft), [80](SKAT) and this thesis(MINOS-
µ Flux Fit). The NEUGEN prediction is also shown [13]. (Measurement
values also taken from [81].)
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The analysis in this thesis provides a set of tools which future experi-

ments in the NuMI beam may utilize to obtain absolute neutrino cross section

measurements. This analysis may be improved upon in the future. First, the

MINOS detector was optimized for measuring 10-20 GeV neutrino interac-

tions [82] and is not fine-grained enough to measure the particles produced in

neutrino interactions in the low energy range between 1 and 5 GeV. Second,

the NuMI muon instrumentation was limited to 3 muon monitors. Also, many

lessons about the hardware and analysis tools have been learned through this

thesis analysis which future analyses may improve upon. In this chapter we

will discuss some of the lessons learned so as to provide guidance to future

experiments in the NuMI beam.

8.2 Future Hardware Improvements

The large uncertainty in the ionization scale of the muon monitors limited

this analysis to a shape only flux and cross section measurement. One reason

for the large uncertainty in the ionization scale is the large uncertainty in

the purity of the helium gas within the monitors. To ensure stability the gas

delivery may be tested and redesigned to understand the mechanisms by which

the helium gas may be contaminate and prevent future contamination. The

purity of the helium gas in the monitors may also be constantly measured to

provide a mechanism to quantitatively evaluate changes in the muon monitor

signal due to gas quality and separate these changes from real flux effects.

The reference chambers installed in the muon monitor gas system will be

a useful tool to further understand and monitor the gas quality within the

chambers. The combination of an improved gas delivery system, constant
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purity measurements and reference chamber monitoring would ensure that

the ionization scale of the muon monitors may be reliably evaluated in future

analyses.

Furthermore, a well controlled beam test similar to those performed at

FNAL and BNL would provide further constraints on the absolute ionization

scale of the helium within the chambers. Although the FNAL and BNL beam

tests provided much useful information, the purity of the helium with in the

test chambers was not continuously monitored. As demonstrated by the in situ

operation of the muon monitors, the purity of the helium gas may vary over

time making constant monitoring a necessity in future testing and operation.

As Muon Monitor 3 is located far downstream, the muon flux at alcove 3

is considerably less than at the other 2 monitors. During low intensity proton

beam operations, as may occur while performing horn scans or target scans,

the signal to noise ratio is considerable. The single ionization gap pixels of

Muon Monitor 3 are planned to be replaced with multiple ionization gap pix-

els. This will provide for more active ionization volume therefore increasing

the ionization signal collected over that of the current single-gap ionization

chambers. This will provide for improved measurement sensitivity.

8.3 Future Analysis Improvements

As discussed in the previous chapters, tension exists in the measurement of the

neutrino flux. The tension in the flux measurement is directly translated to

the cross section measurement producing tension among the different neutrino

spectra and different cross section results when the individual beam configura-

tions are independently used to measure the flux. Figures 5.10 through 5.12
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show the horn current scan data and the horn current scan Monte Carlo before

and after the flux fit. Better overall data-Monte Carlo agreement is achieved

after fitting but there remains disagreement for certain monitors, beams, and

horn currents. An example of the tension in the fitting is that the fitted Muon

Monitor 3 LE250 horn scan remains low compared to the data while the fitted

Muon Monitor 1 LE250 horn scan is high. The current fitting parameteri-

zation seems unable to achieve simultaneous agreement between these horn

scans. It may be the the parameterization does not provide enough flexibility

to change regions of the parent pT , pz space without affecting other regions;

in other words, the parameterization provides too much correlation between

different regions of pT , pz space to fit the muon flux data. Thus, it would be

useful to develop other parameterizations that will provide more flexibility.

For this analysis the Monte Carlo used to simulate the muon flux and

background flux in the muon monitors was developed from scratch. The previ-

ously existing Fluka/Geant3 based Monte Carlo was used to predict the pion

and kaon fluxes reaching the NuMI decay volume. The simulation of particle

production in the NuMI target utilized Fluka physics models while the subse-

quent focusing and tracking of the mesons through the beamline implemented

Geant3 physics models. The passage of muons through the hadron absorber

and muon filter was performed with Geant4 physics models. Particles that

contribute muon in the muon monitors are not all directly produced in in-

teractions in the hadron production target. Pions and kaons are produced in

tertiary interactions of pions, kaons, protons, and neutrons with material along

the beam line, such as the horns, radiation shielding and the widow and walls

of the decay pipe. Muons from the decay of pions and kaons produced from

tertiary interactions are a significant fraction, nearly half, of the muon flux at
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the lowest horn currents. When used for simulations of particle production in

the hadron production target Geant3 is known to significantly over estimate

the neutrino flux at the MINOS detectors. Thus, it is logical to suggest that

the muon flux at the lowest horn currents may be too large in the Monte Carlo

horn current scans. Also, the parameterization of hadron production used to

warp the pT , pz of parents contributing muons in the muon monitors was de-

veloped using data from controlled experiments of hadron production from a

limited number of materials. It is possible that the pT , pz spectrum of particles

produced in tertiary interactions is badly described by this parameterization

and should not be warped in the same way as particles produced from first

generation interactions in the hadron production target. For this analysis,

technical limitations of the Monte Carlo did not allow sufficient information

about these tertiary particles to be retained for later use. A single Monte

Carlo simulation should be developed which utilizes Fluka physics models and

contains information about tertiary particle production.

For this analysis the nominal fit does not include backgrounds from δ-

rays, instead δ-rays are included as a systematic error. The reason for this is

2-fold. Up until just recently, no in situ measurements of the δ-ray backgrounds

in the muon monitors existed. The Monte-Carlo predicts that delta rays may

contribute to up to 30% of the signal in the muon monitors. The piece-meal

way in which the δ-rays were included in the full Monte Carlo simulation

may contribute large uncertainty in the predicted contribution of δ-rays to the

muon monitor signals. Recently a beam test was performed to study δ-ray

backgrounds in the muon monitors. In late 2009, this test was performed

and in situ measurements of δ-ray backgrounds were made. Analysis of this

data is crucial for future analyses to precisely understand the effect of δ-ray
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backgrounds, which may be significant, in the muon monitors and on the flux

and cross section measurements.

In this thesis, the integral muon flux from all of the 81 ionization cham-

bers was analyzed. The muon beam RMS size as the muon monitors is on

average 70 cm. The RMS beam size does slightly vary by ∼10 cm at different

monitors for different target positions and horn currents. If the pT , pz distri-

bution of the muon parents has some radial dependence at the muon monitors

which do vary significantly, then incorporating the radial muon distribution

into the flux fitting would provide greater sensitivity to the parent hadrons.

In the worst case, if there is little pT , pz dependence or variation in the radial

distribution, the radial muon distribution could still be used as a constraint

to prevent the pT , pz parametrization from being unphysically transformed.

8.4 The Future MINERνA Experiment

The newest experiment to utilize the high intensity NuMI neutrino beam is the

MINERνA experiment. The MINERνA experiment is a neutrino scattering

experiment with a fine grained scintillator detector optimized to measure neu-

trino cross sections and located immediately in front of the MINOS detector

1 km from the NuMI particle production target. In order to precisely mea-

sure absolute neutrino cross sections in the NuMI wide band neutrino beam,

MINERνA will require precise knowledge of the neutrino flux at the detector.

MINERνA plans to use a combination techniques to constrain the flux, one of

which will be repeating the analysis in this thesis to infer the neutrino flux by

measuring the muon flux.

The MINERνA experiment will take data in the LE010/185 kA beam
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configuration and the ME100/200 kA beam configuration, which is very similar

to the LE100/200 kA beam configuration. The muon distribution in the muon

monitors and at the end of the decay volume is shown in Figure 4.17. The lower

left plot shows the distribution of muons for the medium energy LE100/200 kA

beam. In this configuration, and in the higher energy LE250/200 kA configura-

tion, Muon Monitor 3 sees muons from the focusing peak. There is a 4th alcove

downstream of the 3rd alcove in the NuMI beam. The predicted threshold for

muons to reach this fourth alcove is 38 GeV. As can be seen in the figure,

this corresponds to the muons that contributed to the unfocused high energy

tail of the muon flux. There are plans to install a muon monitor within this

fourth alcove. This muon monitor will provide an anchor for the unfocused

high energy component of the muon flux. This will provide further sensitivity

to the differential muon and neutrino flux spectrum in future analyses.
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Appendix A

Ambient Pressure and

Temperature Corrections

A.1 Introduction

The secondary beam monitors (Hadron Monitor and 3 Muon Monitors) are

Helium-filled ionization chamber arrays under continuous gas flow. Because of

changes in ambient conditions such as barometric pressure or ambient temper-

ature, the density of the He gas within the chambers changes, yielding several

percent changes in the detectors’ ionization signal per incident charged parti-

cle. Such changes must be factored out in order to compare chamber signals

over long time periods.

To good approximation, one expects the chambers’ response to vary lin-

early with gas density (increasing with pressure, decreasing with temperature).

Further, the pressure and temperature should be fairly uniform throughout the

individual arrays, given the low pressure-drop through the chambers. We fore-
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see calibrating the chambers’ response using pressure and temperature gauges

installed at each ion chamber array, 1 as shown in Figure A.1.
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Hadron
Monitor

Muon Alcove 1
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Figure A.1: Gas delivery system for the hadron and muon monitors. A high-
pressure line delivers He gas from a bottle pack at the surface to a distribution
rack in the absorber bypass tunnel. The gas line is “Tee’d” into four parallel
lines, each of whose flow is set by a manual needle valve. After the needle
valves, the flow and pressure of each line are monitored at the gas distribution
rack. A single gas line supplies each muon alcove and hadron monitor. The gas
is purged to the room. Temperature-sensing resistive thermal devices (RTDs)
are located at each detector, as is an in-series gas pressure gauge. Taken from
Bob Zwaska’s thesis.

The chambers’ response to pressure and temperature was studied in

1In point of fact, the pressure gauges located directly at the detectors have failed due to
radiation, and a redundant set of gauges located at the gas distribution rack (outside the
radiation zone) are being used. These two sets of gauges were observed to track one another
very well before the radiation damage of the gauges at the detectors.

260



NuMI-B-1084 using a controlled bench setup with radionuclide sources at UT-

Austin. It is desirable to repeat such calibrations in situ, in case gas qual-

ity differences or pressure and temperature instrumentation differences exist.

Further, the variation in response to pressure or temperature may be different

for high energy beam particles than were the values obtained for low energy

gamma’s.

While the temperatures in the alcoves has been fairly constant, pressure

variations of 20 Torr are expected to cause of order 3% change in chamber

response. Thus, the corrections are of importance in order to maintain the

monitors’ 1% calibration specification.

A.2 In-situ Corrections

To the extent that a period of stable beam operation can be identified during

periods in which pressure or temperature were observed to change, corrections

may then be derived. Table A.1 shows 6 such periods of stable running in

which ambient conditions were observed to vary significantly. As described in

the table, the proton beam position, size, and intensity was relatively uniform

during each of these periods (though not necessarily the same from period

to period). The cuts shown in Table A.1 describe selections applied to these

time periods to remove obvious beam effects. Even so, some beam-induced

variations are seen.

A.2.1 Pressure Corrections

Figures A.2 through A.5 show the response of the Hadron and 3 Muon Moni-

tors as a function of gas pressure during the 6 data periods of Table A.1. Clear
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Days Since Helium Cuts Applied
Time Jan. 1, 2005 Flow Rate −XTGT YTGT Abeam TORTGT
Period Dates (UTC time) (ℓ/hr.) (mm) (mm) (mm2) (1012 ppp)

1 Dec. 7-10, 2005 340.25-343.75 23 (10) 1.16-1.26 none 3.975-4.175 27.0-27.8
2 Jan. 8-13, 2006 372.25-377.75 23 (10) 1.125-1.175 1.0-1.2 4.05-4.35 21.6-22.2
3 Feb. 16-18, 2006 411.25-413.25 23 (10) 1.21-1.29 none 3.51-3.71 23.5-25.5
4 Sep. 15-17, 2006 622.46-624.79 23 (30) 0.8-1.4 -0.2 - +0.2 3.5-3.6 20-24
5 Sep. 21-22, 2006 628.88-629.50 23 (30) 0.5− 2.0 -0.4 - 1.6 3.75-3.85 22.0-22.5
6 Oct. 15-17, 2006 652.5-654.5 23 (30) 1.1-1.2 −0.05 - +0.05 3.06-3.46 25-27
7 Aug. 9 - Sep. 30, 2005a 220.0-272 23 (10) 1.13-1.33 0.98-1.08 3.9-4.1 21-22
8 Oct. 10 - Nov. 30, 2005 282-283 23 (10) 1.1-1.3 0.91-1.11 4.21-4.41 26.8-27.6

a Excluding Sept. 23-25 due to a gas bottle change-over.

Table A.1: Beam configurations and data sets accumulated for this analysis. The cuts on beam position, size,
and intensity at the target are meant to restrict the variability in the beam seen for the various data periods.
Time Periods 1-6 were used to study pressure variations, while 7 & 8 were used for study of temperature
variations.
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correlations can be seen, though within each time period spill-to-spill varia-

tions and hour-to-hour variations result in systematic deviations from simple

linear responses. For each data set, a linear fit was performed, with an “un-

certainty” determined by maximum excursions which visually accommodate

the data. These are summarized in Table A.2.

Further, the slope of chamber response as a function of pressure (to the

extent it can be fitted to each data set) is not entirely consistent from data

set to data set. Such might be a real effect, arising from different gas qualities

during each period (the flow rate was changed, as indicated in Table A.1), or

might be an artifact of the imprecise linear fits to the data.

A.2.2 Temperature Corrections

The temperature at the Hadron Monitor is largely dictated by the temperature

of the absorber core, which increases as the beam power delivered to NuMI

increases, and falls during low beam power periods or during beam off periods.

Variations of several degrees Fahrenheit are observed. The temperatures in the

muon alcoves are regulated by space heaters, and these are observed to
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Figure A.2: Total Signal in the Hadron Monitor as a function of He gas pressure
during the 6 data periods corresponding to Table A.1.
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Figure A.3: Total Signal in Muon Monitor 1 as a function of He gas pressure
during the 6 data periods corresponding to Table A.1.

265



Figure A.4: Total Signal in Muon Monitor 2 as a function of He gas pressure
during the 6 data periods corresponding to Table A.1.
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Figure A.5: Total Signal in Muon Monitor 3 as a function of He gas pressure
during the 6 data periods corresponding to Table A.1.
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Time Hadron Monitor Muon Alcove 1 Muon Alcove 2 Muon Alcove 3
Period (%/Torr) (%/Torr) (%/Torr) (%/Torr)

1 (0.091± 0.011) (0.106± 0.019) (0.104± 0.009) na
2 (0.093± 0.012) (0.101± 0.012) (0.105± 0.008) na
3 (0.085± 0.008) (0.105± 0.011) (0.101± 0.009) na
4 (0.130± 0.013) (0.112± 0.027) (0.079± 0.020) na
5 (0.116± 0.021) (0.135± 0.023) (0.064± 0.036) na
6 (0.110± 0.018) (0.108± 0.022) (0.127± 0.016) na

Average 0.097± 0.005 0.107± 0.007 0.101± 0.005 na

Table A.2: Observed variations in detector response with gas pressure for
several data periods, and the average result. Reliable response variations were
not measurable in Alcove 3.
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be largely constant within a degree Fahrenheit. Figures A.6 and A.7 show the

response of the Hadron and 3 Muon Monitors as a function of temperature.

The muon monitors show almost no correlation, largely because the vast ma-

jority of data is within a 1 degree span, with the few extraneous points at large

temperature being exceptional. Given these observations, a correction factor

of (0.32 ± 0.06)%/◦F is obtained for the Hadron Monitor, and no correction

will be applied for the muon monitors.

A.3 Summary

The pressure corrections are taken, for all 4 detector arrays, to be (0.101 ±
0.005)%/Torr, and the temperature correction, applied only for the Hadron

Monitor data, is taken to be (−0.32± 0.06)%/◦F.
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Figure A.6: Total Signal in the Hadron Monitor as a function of ambient tem-
perature during the first two of the 6 data periods corresponding to Table A.1.
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Figure A.7: Total Signal in Muon Monitors 1 (left column) and 2 (right col-
umn) as a function of ambient temperature during the first (top row) and
second (bottom row) of the 6 data periods corresponding to Table A.1.
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Appendix B

Alignment of the Proton Beam

at the Target

The hadron and muon monitors play an important role in aligning the target

and horns with respect to the primary proton beam as well as monitoring the

primary proton beam during normal operation.

It is important that the proton beam is transversely centered on the

target for two reasons. First, the proton beam impinging on the edges of the

target can cause damage to the target. Second, particles produced in primary

proton-target interacts can undergo multiple re interacts upon escaping the

target. Reinteractions tend to reduce the energy of particles escaping the

target. The probability of reinteraction decreases as the path length to escape

the target decreases. Thus particles produced nearest the edges of the target

have a lower probability to reinteract. Particles produced nearest the edges

of the target with have a higher energy than particles produced at the center

of the target. Higher energy pions and kaons directly translates to a higher
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energy neutrino beam. It is important for neutrino experiments utilizing the

neutrino beam to produce a consistent neutrino flux on a spill-by-spill basis

over time.

There have been several times during the operation of NuMI when the

target has been removed from the beamline temporarily and twice the target

has been exchanged. Every time the target is removed from the beamline, it

must be aligned upon reinsertion. The target is initially surveyed into place

within the beamline. This procedure is very precise, positioning the target

within several, ∼3 mm, millimeters transversely of it’s appropriate position.

However, as the target is only 6.4mm wide in the horizontal transverse dimen-

sion and the RMS proton beam transverse size is 1.2mm, this procedure alone

is not precise enough.

The target is precisely aligned by scanning the proton beam in the

horizontal and vertical directions across the target-baffle system. The signal

in the hadron and muon monitors as the proton beam is scanned is used to

determine the final position of the target. The target can be aligned to with

fraction of millimeter, ∼0.5 mm, using this procedure.

B.1 The Hadron Monitor

Figure B.1 shows the total signal from all chambers(pixels) of the hadron

monitor as a function of the horizontal position of the proton beam as the

proton beam is scanned horizontally across the face of the target-baffle system.

The shaded regions show the position of the target and baffle as seen by the

proton beam. The unshaded regions are the gaps in between the target and

baffle where the proton beam, with the exception of the outer most protons in
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Figure B.1: The signal in the hadron monitor as the proton beam is scanned
horizontally across the target-baffle system. The peaks in the signal occur
when the proton beam passes through the gap(see top diagram) on either
side of the target but before the baffle. The horizontal center of the target is
determined by fitting to the central drop in charge and the center of the baffle
is found by fitting to the outermost drops in signal. [33]
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the bunch, do not impact the target or baffle and is directly transported down

to the absorber. Thus, it makes sense that the highest signal in the hadron

monitor occurs when the proton beam is directed at the center of these gaps

since the hadron monitor is sensitive to unreacted protons. The lowest signal

in the hadron monitor when the beam is directed across the target occurs

when the proton beam is exactly aligned with the center of the target. As the

proton beam is directed near the edges of the target the hadron monitor signal

increases for two reasons. The first is that, since the protons in the spill are

contained within a Gaussian distribution with σ=0.8 mm here, the protons in

the tails of the distribution begin to pass through the target-baffle gap and

miss the target all together as the proton beam is steered towards the target

edges. The second reason is that protons impacting the target nearest the edge

have a shorter path length over which to interact increasing the probability

that protons will escape the target without interacting. As the proton beam

moves from gaps onto the baffle the signal in the hadron monitor decreases

because more of the proton beam impacts the baffle. When the proton beam

is fully impacting the baffle the signal in the hadron monitor is lower than it

was when the proton beam was at the center of the target because the baffle is

1.5 m in longitudinal length compared to the 1 m length of the target. Thus,

less protons remain unreacted in passing through baffle than passing through

the target. The fact that the hadron monitor signal is symmetric on either side

of the target center indicates very good alignment of the target with respect

to the baffle and it indicates that the target-baffle system is parallel to the

beam center line. From the signal in the hadron monitor it is found that the

horizontal center of the target is at -0.95 mm and the center of the baffle is at

-0.75mm.
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Figure B.2 shows the total signal from all chambers(pixels) of the hadron

monitor as a function of the vertical position of the proton beam as the proton

beam is scanned vertically across the face of the target-baffle system. The

explanations for the magnitude of the signal in the hadron monitor when the

proton beam is positioned on the different regions of the target-baffle system

is similar to that just described for the horizontal proton beam scan. However,

with no gap between the target and baffle in the vertical direction the highest

signal in the hadron monitor occurs when the proton beam is on the target.

As the vertical height of the target is 15mm compared to the 11mm

hole of the baffle, it is possible for the target to be vertically off center but

still not produce a gap between the target and the baffle. As mentioned in

Section 2.1.1, there is a 48th target segment, called the horizontal fin, located

∼ 15.7 cm upstream of and rotated at 90◦ to the main target segments. Thus

the vertical height of the horizontal fin is 6.4mm, providing a gap between

the baffle and this fin in the beam’s-eye-view of the target-baffle system. The

longitudinal length of this fin corresponds to 5% of an interaction length.

This decreases the number of unreacted protons reaching the hadron monitor.

However, a decrease in the signal from all of the pixels of the hadron monitor

is not seen in Figure B.2, indicating that the decrease in unreacted protons

is not measurable in this way. On the other hand, plotting the RMS beam

size measured by the hadron monitor as a function of proton beam position,

Figure B.3, shows that increased particle scattering resulting from the presence

of the horizontal fin is measurable as indicated by the “bump” in the hadron

monitor RMS near the vertical center of the target. From this it is determined

that the vertical center of the target is at y=1.75 mm.
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Figure B.2: The signal in the hadron monitor as the proton beam is scanned
vertically across the target-baffle system at the horizontal center of the target.
The maximum signal occurs when the beam is on the target and drops as the
proton beam impinges upon the baffle. The vertical center of the baffle is found
by fitting the data to 2 error functions. The baffle center is at y=1.2 mm. [33]
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Figure B.3: The RMS size of the beam at the hadron monitor as the proton
beam is scanned vertically across the target-baffle system at the horizontal
center of the target. The location of the horizontal fin is deduced by exam-
ination of the “bump” in the RMS as the proton beam traverses the central
target region. [33]

278



B.2 The Muon Monitors

Figure B.4 shows the signal in muon monitors 1, 2 and 3 while the proton

beam is scanned horizontally across the target-baffle system with and without

horn focusing.

As a reminder, muon monitor 1 measures and integral of the muon flux

for muons produced in the decay volume with momenta above 4GeV. In the

LE010 beam configuration the horns optimally focus 5GeV/c pions and thus

the peak of the muon(neutrino) flux occurs at a muon momentum(neutrino

energy) of 5 GeV/c(3 GeV). Thus the signal in muon monitor 1 is dominated

by low momentum muons when the horns are pulsing. Thus in the LE010 beam

configuration, Figure B.4, the signal in muon monitor 1 is greatest when the

beam is centered on the target. The reason that the signal when the beam is

impinging upon the baffle is lower than on the target is that although the baffle

is 0.5 m longer than the target it is also ∼2 m further upstream of the horns

than is the target. As discussed in Section 2.1.2, the further the source is away

from the horns the higher the momentum of particle that is selected for full

focusing. However, since the baffle is a half an interaction length longer than

the target, the more reinteractions occur in the baffle moving the spectrum

of particles escaping the baffle towards lower momenta. It is seen that when

particles receive no focusing (“Horns Off”) the signal in muon monitor 1 is

largest when the proton beam passes through the gaps between the target and

baffle and impinges on the hadron absorber producing interactions with in the

absorber.

Muon monitor 2 measures and integral of the muon flux for muons

produced in the decay volume with momenta above 11GeV so it sensitive

279



Figure B.4: The signal in Muon Monitors 1, 2, and 3 as the proton beam is
scanned horizontally across the target/baffle system when in the LE010 target
configuration and the horns are pulsing at 185 kA and with the horns off(0 kA).
The target is centered at x=-0.95 mm. The muon flux from the target and
baffle varies for different focusing conditions and in the different monitors. [33]
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to higher energy muons. Without horn focusing the center of the target is

most prominent, since, as just mentioned, the horns optimally focus higher

momentum particles originating from the baffle but the large length of the

baffle produces more low energy particles than even does the target. Muon

Monitor 3, being sensitive to only the highest-energy muons, sees very little

signal in LE010.

A very important aspect of these scans is that the flux of higher energy

muons, as measured in muon monitors 2 and 3, drops noticeably when the

proton beam impacts the center of the target, while as the proton beam is

steered from the center of the target towards the edges the flux of higher

energy muon increases before eventually decreasing as the beam passes over

the gap. This is a result of reinteraction of pions in the target as mentioned

previously. Particles produced in primary proton-target interactions nearest

the edge of the target have less probability to reinteract before escaping out

of the side of the target. Such can be a useful indication of position of the

proton beam on the target and an important piece of data when estimating

the constancy of the flux over time.

B.3 Beam Position Corrections for the Muon

Monitor Signals

Under normal operating conditions the position of the proton beam at the

target varies by less than ∼0.5mm. However, as just discussed, muon rates

are affected by even slight offsets of the position of the proton beam on the

target. Thus, when comparing muon rates, as is done for the horn current
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scans in Section 3.4, it is necessary to correct for slight offsets of the proton

beam at the target.

Every time the target is removed and replaced in the beamline and every

time the target is moved into a different longitudinal position, horizontal and

vertical target scans are performed to check the alignment of the target-baffle

system. So, there exist horizontal and vertical target scans performed in each

beam configuration, LE000, LE010, LE100, LE150 and LE250. The signal in

the muon monitors is plotted as a function of beam position as the proton beam

is scanned across the target-baffle system. Based on the scans a correction is

developed to account for the difference in muon rates measured with an off-

center proton beam compared to the muon rates when the proton beam is

centered on the target.

Figures B.5 through B.7 show the results of six scans of the proton

beam across the target and baffle in the horizontal direction. The center of

the target is at X = −1.2 mm. The higher muon rates as the proton beam

approaches the target edges confirms the lower attenuation of fast pions. The

average position of the proton beam at the target during the horn scans varies

from 〈XTGT 〉 = −0.84 mm to −1.57 mm.

Figures B.8 through B.10 show the results of six scans of the proton

beam across the target and baffle in the vertical direction. The center of the

target is at X = 1.1 mm. The average position of the proton beam at the

target during the horn scans varies from 〈XTGT 〉 = −0.84 mm to −1.57 mm.

It may be noted that the target scans performed in 2006 with ztarget =

150 cm and 250 cm show less definition, especially in Alcove 3. Following the

Spring 2006 shutdown, the target was noted to be at a slight angle with respect

to the proton beam axis. To obtain a better looking scan, a tilt was imposed
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Figure B.5: Results of scans of the proton beam across the target and baffle in
the horizontal direction. The muon flux in Muon Monitor 1 is measured with
the target at the z = 0 cm, 10 cm, 100 cm, 150 cm, and 250 cm (both Feb.
‘05 and June ‘06 data sets), both with and without the horns being pulsed.
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Figure B.6: Results of scans of the proton beam across the target and baffle in
the horizontal direction. The muon flux in Muon Monitor 2 is measured with
the target at the z = 0 cm, 10 cm, 100 cm, 150 cm, and 250 cm (both Feb.
‘05 and June ‘06 data sets), both with and without the horns being pulsed.
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Figure B.7: Results of scans of the proton beam across the target and baffle in
the horizontal direction. The muon flux in Muon Monitor 3 is measured with
the target at the z = 0 cm, 10 cm, 100 cm, 150 cm, and 250 cm (both Feb.
‘05 and June ‘06 data sets), both with and without the horns being pulsed.
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Figure B.8: Results of scans of the proton beam across the target and baffle
in the vertical direction. The muon flux in Muon Monitor 1 is measured with
the target at the z = 0 cm, 10 cm, 100 cm, 150 cm, and 250 cm (both Feb.
‘05 and June ‘06 data sets), both with and without the horns being pulsed.
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Figure B.9: Results of scans of the proton beam across the target and baffle
in the vertical direction. The muon flux in Muon Monitor 2 is measured with
the target at the z = 0 cm, 10 cm, 100 cm, 150 cm, and 250 cm (both Feb.
‘05 and June ‘06 data sets), both with and without the horns being pulsed.

287



Figure B.10: Results of scans of the proton beam across the target and baffle
in the vertical direction. The muon flux in Muon Monitor 3 is measured with
the target at the z = 0 cm, 10 cm, 100 cm, 150 cm, and 250 cm (both Feb.
‘05 and June ‘06 data sets), both with and without the horns being pulsed.
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in the proton beam horizontal direction. This tilt was not implemented at the

time of the horn current scans in Figures 3.25 through 3.27, however. There-

fore, the scans of the proton beam across the target in Figures B.5 through

B.10 are shown with zero proton beam angle.

The data of Figures B.5 through B.10 are fit in the center region to

5th-order polynomials to parameterize the response of the muon rates in each

monitor as a function of proton beam position. In some cases, the fits do not

describe the data particularly well or a fit to a flat function would equally

well suffice. A correction which scales the muon rate at an off target center

position to the rate at the center of the target is then calculated.

Table 3.4 lists the resulting corrections that are applied to the horn

current scan data in each of the muon monitors, as well as the uncertainty on

this correction, due to proton beam centering effects.

289



Appendix C

Flux Measurement Systematics

Figures C.1 through C.6 show the individual components (Section 6.1) of the

total error on the nominal fitted flux measurement after normalization (Sec-

tion 6.2).

290



Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Background +
Absorber

Background  -
Absorber

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Background +
Absorber

Background  -
Absorber

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Background +
Absorber

Background  -
Absorber

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Background +
Absorber

Background  -
Absorber

Figure C.1: The percent error on the neutrino flux measurement af-
ter normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the absorber backgrounds in each muon monitor
by 1σ. The + and - curves result from refitting for the flux after either in-
creasing or decreasing the background.

291



Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40

Bethe-Block Correction
-Ray Background andδ

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40

Bethe-Block Correction
-Ray Background andδ

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40

Bethe-Block Correction
-Ray Background andδ

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40

Bethe-Block Correction
-Ray Background andδ

Figure C.2: The percent error on the neutrino flux measurement af-
ter normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from ap-
plying Bethe-Block to calculate the momentum dependent energy deposition of
charged particles in the muon monitors and from including δ-ray backgrounds
in the muon monitors. The curve results from refitting for the cross section
after applying these changes.
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Figure C.3: The percent error on the neutrino flux measurement for
after normalization the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the Fluka05 K+/π+ ratio by 10 percent. The
+ and - curves result from refitting for the flux after either increasing or de-
creasing the K+/π+ ratio.
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Figure C.4: The percent error on the neutrino flux measurement af-
ter normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from fix-
ing the π+/π− ratio to the NA49 measurement fit with a fourth order poly-
nomial (+), as shown in Figure 4.9, or fixing the π+/π− ratio to the Fluka05
π+/π− ratio (-), also shown in Figure 4.9. The former results in an increase
in the π+/π− ratio with respect to nominal(the NA49 measurement fit with
a third order polynomial) and the latter results in a decrease in the π+/π−

ratio with respect to nominal. The + and - curves result from refitting for the
neutrino flux after either increasing or decreasing the π+/π− ratio.
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Figure C.5: The percent error on the neutrino flux measurement af-
ter normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the muon monitor ionization scale factor by
10 percent. The + and - curves result from refitting for the flux after either
increasing or decreasing the ionization scale factor.

295



Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Linearity +

Linearity  -

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Linearity +

Linearity  -

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Linearity +

Linearity  -

Neutrino Energy (GeV)
0 10 20

P
er

ce
nt

 E
rr

or
 (

%
)

-40

-20

0

20

40
Linearity +

Linearity  -

Figure C.6: The percent error on the neutrino flux measurement af-
ter normalization for the LE010/185kA(top left), LE100/200kA(top right),
LE150/200kA(bottom left), and LE250/200kA(bottom right) beams from in-
creasing (+) or decreasing (-) the muon monitor the linearity correction by
1σ. The + and - curves result from refitting for the flux after either increasing
or decreasing the the linearity correction.
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Appendix D

Cross Section Measurement

Systematics

This appendix elaborates on the discussion in Chapter 7 of the systematic

uncertainties that contribute to the charged current νµ cross section measure-

ment. Figures D.1 through D.7 show systematics from detector and event

selection sources, while Figures D.8 through D.13 show systematics stemming

from the neutrino flux measurement.
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Figure D.1: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the hadronic energy scale by the amount shown in
Figure 2.24. The + and - curves result from refitting for the cross section after
either increasing or decreasing the hadronic energy scale.
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Figure D.2: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the muon curvature energy scale by 4 percent. The
+ and - curves result from refitting for the cross section after either increasing
or decreasing the muon curvature energy scale.
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Figure D.3: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the muon range energy scale by 2 percent. The +
and - curves result from refitting for the cross section after either increasing
or decreasing the muon range energy scale.
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Figure D.4: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the number of neutral current events in the charged
current muon neutrino event sample by 50 percent. The + and - curves result
from refitting for the cross section after either increasing or decreasing the
number of neutral current events.
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Figure D.5: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the number of charged current anti neutrino events
in the charged current muon neutrino event sample by 100 percent. The +
and - curves result from refitting for the cross section after either increasing
or decreasing the number of anti neutrino events.
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Figure D.6: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the fiducial volume by the vertex resolution in the
transverse and longitudinal directions percent. Fiducial volume is defined to
be a 3.267 m long and with a radius of 0.8 m. The transverse resolution is ∼3
strips which corresponds to 12 cm and the longitudinal resolution is 3 planes
which corresponds to 18 cm. The + and - curves result from refitting for the
cross section after either increasing or decreasing the fiducial volume.
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Figure D.7: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the charged current event selection cut by 0.1. The
+ and - curves result from refitting for the cross section after either increasing
or decreasing the cut.
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Figure D.8: The percent error on the cross section measurement from in-
creasing (+) or decreasing (-) the muon monitor ionization scale factor by 10
percent. The + and - curves result from refitting for the cross section after
either increasing or decreasing the ionization scale factor.
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Figure D.9: The percent error on the cross section measurement from increas-
ing (+) or decreasing (-) the Fluka05 K+/π+ ratio by 10 percent. The + and
- curves result from refitting for the cross section after either increasing or
decreasing the K+/π+ ratio.
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Figure D.10: The percent error on the cross section measurement from fixing
the π+/π− ratio to the NA49 measurement fit with a fourth order polynomial
(+), as shown in Figure 4.9, or fixing the π+/π− ratio to the Fluka05 π+/π−

ratio (-), also shown in Figure 4.9. The former results in an increase in the
π+/π− ratio with respect to nominal(the NA49 measurement fit with a third
order polynomial) and the latter results in a decrease in the π+/π− ratio with
respect to nominal. The + and - curves result from refitting for the cross
section after either increasing or decreasing the π+/π− ratio.
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Figure D.11: The percent error on the cross section measurement from in-
creasing (+) or decreasing (-) the muon monitor linearity correction by 1σ as
discussed in Section 3.1.4. The + and - curves result from refitting for the
cross section after either increasing or decreasing the linearity correction.
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Figure D.12: The percent error on the cross section measurement from in-
creasing (+) or decreasing (-) the absorber backgrounds in each muon monitor
by 1σ as discussed in Section 3.2. The + and - curves result from refitting for
the cross section after either increasing or decreasing the background.
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Figure D.13: The percent error on the cross section measurement from apply-
ing Bethe-Block to calculate the momentum dependent energy deposition of
charged particles in the muon monitors and from including δ-ray backgrounds
in the muon monitors. The curve results from refitting for the cross section
after applying these changes.
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